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§1. Introduction

It is well known that, traditionally, real numbers are used in theoretical and mathe-
matical physics because length of segments, size of angles and etc. should be measured
precisely from the Archimedean axioms. However, for instance, the real space-time R4

seem still to be not adequate to deal with certain microscopical and cosmological phenom-
ena, and in quantum gravity and in string theory it was proved that a measurement of
distance smaller than the Planck length (approximately 10−33cm) is impossible. Thus the

Typeset by AMS-TEX

1



non-Archimedean (n.a.) structure of space-time in quantum physics was considered by Blij
and Monna [BM 68]. This paper did not find any response in physics and has been forgot-
ten. Vladimirov and Volovich [VV 84] considered supersymmetric models on superspaces
over the n.a. locally compact fields. The n.a. physical models provoked great interest in
connection with string theory (see, for instance, [Vol 87a, 87b]). However, it proved to be
very difficult to interpret physical models of a level as high as a p-adic string. Therefore,
simpler n.a. models such as quantum mechanics and field theory were investigated: In
[Vla 88] the theory of generalized functions, the p-adic Gaussian integrals based on the
real valued Haar measure (see Appendix A), and the theory of Fourier transformations
were studied over the field Qp of p-adic numbers. Since these theories, two formalism of
quantization over the space Qn

p were proposed in [VV 89]. The first approach considers
wave function f : Qn

p → C, and the second approach considers function f : Qn
p → Qp.

To put it concretely, given a dynamical system of one particle moving in Rn with the po-
sition coordinate x = (x1, x2, · · · , xn) and the momentum coordinate k = (k1, k2, · · · , kn),
the standard quantum mechanics starts with the family of self-adjoint operators xj ,kj (j =
1, 2, · · · , n) in the Hilbert space L2(Rn) of C-valued Lebesgue square integrable functions
f(x) and f̂(k), which are related by the Fourier transform

(1.1) f(x) = h−n/2

∫
Rn

f̂(k)e
(

(k, x)
h

)
dk, f̂(k) = h−n/2

∫
Rn

f(x)e
(
− (k, x)

h

)
dx,

where h is the Planck constant and e(t) = exp(2π
√−1 t). The canonical conjugate pairs

xj ,kj satisfy HCR (Heisenberg commutation relations)

(1.2) [xi,xj ] = [ki,kj ] = 0, [xi,kj ] =
√−1�δij ,

where � = h/2π, and δij is 0 if i �= j and the identity operator Id if i = j. In the
Schrödinger representation, the operators xj ,kj are realized by

(1.3) (xjf)(x) = xjf(x),

(1.4)
(
kj f̂

)
(k) = kj f̂(k)

(
or (kjf) (x) =

�√−1
∂

∂xj
f(x)

)
.

Also, on the assumption that xj ,kj are bounded self-adjoint operators, unitary operators
U(xj), V (kj) given by

(1.5)
{
U(xj) = e(xjkj/h) : f(s) �→ f(s+ xj),
V (kj) = e(kjxj/h) : f(s) �→ e(kjs/h)f(s),

s, xj , kj ∈ R, j = 1, 2, · · · , n
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satisfy WCR (Weyl commutation relations)

(1.6)
{
U(xi)U(xj) = U(xi + xj), V (ki)V (kj) = V (ki + kj),
U(xj)V (kj) = e(kjxj/h)V (kj)U(xj).

The representation of the Heisenberg groups in L2(Rn) is one of the cornerstones of
ordinary quantum mechanics. I.e. for t, h ∈ R and k, x, y ∈ Rn, the action of W (x, k, t) on
f ∈ L2(Rn) given by

(1.7) [W (x, k, t)f ](y) = e
(
t+ (y + x, k)

h

)
f(y + x)

satisfy the Weyl relation

(1.8) W (x, k, t)W (x′, k′, t′) = W (x+ x′, k + k′, t+ t′ − (k, x′)).

Moreover, the group law

(1.9) (x, k, t) · (x′, k′, t′) = (x+ x′, k + k′, t+ t′ − (k, x′))

defines a real Lie group structure GR on R2n+1. In 1930, Stone and Von Neumann proved
the following uniqueness theorem: Any two irreducible unitary representations of the group
GR that map (t, 0, 0) onto the operator e(t/h)·Id are unitary equivalent. See [Car 66],
[LV 80] and [Yan 96] for informations on the real Heisenberg group, its irreducible unitary
representation, the Maslov index and the application to the theory of theta-functions.

The equations (1.1) and (1.5) through (1.9) can be generalized to the p-adic case: For
k, x, y ∈ Qn

p and h ∈ Qp, the complex factor e(kjy/h) and the Lebesgue measure on Rn

are, respectively, replaced by the additive character χp(kjy/h) of Qp and the real valued
Haar measure on Qn

p . In this case, the Hilbert space L2(Qn
p ) of C-valued square integrable

functions on Qn
p is used. The formalism of the p-adic quantum mechanics with C-valued

functions is based on a triple
{
L2(Qn

p ),W (z), U(t)
}
, whereW (z) is a unitary representation

of the Heisenberg-Weyl group in L2(Qn
p ) (i.e., the representation of WCR), z is a point

in the classical phase space Qn
p × Qn

p , and U(t), t ∈ Qp, is a unitary representation of an
additive subgroup of Qn

p which defines dynamics (i.e., the time evolution operator). In
particular, the quantum dynamics of the free particle and the harmonic oscillator were
constructed. The above formalism was extended, by Zelenov [Zel 91, 92, 93, 94a, 94b],
to the case of infinite-dimensional space, and the theory of representation of the p-adic
Heisenberg group was studied. Zelenov’s theory is based on a Weyl system (H,W ) on the
arbitrary dimensional p-adic sympletic space (V,B), where H is a complex Hilbert space
and W is a continuous mapping from V to the family of unitary operators on H satisfying
the condition (the Weyl relation) W (x)W (y) = χp(B(x, y)/2)W (x+ y) (see §3, 3.1).
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On the other hand, the equations (1.1) through (1.9) can not be easily generalized
to the p-adic case with Qp-valued functions because an integration suitable for physical
applications have not been constructed (although the theory of integration with respect to
n.a. valued bounded measures have been considered by several authors (Monna-Springer-
Schikhof)). In other words, the definitions of the Gaussian and the Feynman integrals in
R,

IG =
∫

R

ϕ(x)e−
x2
2b

dx√
2πb

, IF =
∫

R

ϕ(x)e−
x2

2b
√−1

dx√
2πb
√−1

,

are based on the Lebesgue measure dx on R. A new difficulty which occurred in the
n.a. theory is the absence of the Lebesgue measure with n.a. values. The solution of
this problem was suggested by Khrennikov [Khr 90a, 90b, 91, 92, 95], in which for a
n.a. valued field K he introduced the n.a. Gaussian distribution γa,B (with mean value
a ∈ Kn and symmetric covariance matrix B = (bij), bij ∈ K, det(B) �= 0) on Kn

as a continuous functional on the space A(Kn, Zτ ), where Zτ is one of the quadratic
extensions of K, of entire analytic functions, and constructed the n.a. complex Hilbert
space L2(Kn, γ0,b), b ∈ K× (see §4, 4.1 through 4.3). In particular, the construction
of γa,B was based on the Parseval’s equality and, by analogy with the theory of real
functions, its n.a. Laplace transformation was assumed to be a quadratic exponent on K,
i.e., L′ (γa,B) = e

1
2 (Bx,x)+(a,x). By virtue of the Parseval’s equality, in order to see how the

distribution affects the test function, it is sufficient to know the n.a. Laplace transform
of this distribution. Then the n.a. Lebesgue distribution dx was introduced on Kn as a
distribution which acts on the test function f(x) = ϕ(x)e−|x|2 , ϕ(x) ∈ A(Kn, Zτ ), and
which is absolutely continuous relative to the γa,B . Moreover, by means of the integral with
respect to the above distributions γa,B and dx, the Bargmann-Fock and the Schrödinger
representations were constructed.

The purpose of this thesis is to stimulate the n.a. quantum mechanics by using math-
ematical apparatuses. Namely, the functional equation of the local zeta function, the
definition of an l-sheaf on the l-space, and Mahler’s theory of integration with respect to
a ring Zp of p-adic integers, Iwasawa isomorphism and the Morita p-adic Γ-function are,
respectively, used in §2, §3 and §4:

The scalar propagators in Qn
p , which are the inverse Fourier transform of a kinetic

operator (� +m2), m ∈ R, are given by

1
|(k, k) +m2|p ,

1
|(k, k)|p +m2

,
1

|k1|2p + · · ·+ |kn|2p +m2
,

1
|k|2p +m2

,
1

|k,m|2p
,

where k = (k1, k2, · · · , kn) ∈ Qn
p and |k,m|p = max(|k|p, |m|p). In the one-dimensional

case, the second, the third and the fourth propagators coincide; it was the version that
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was applied in quantum mechanics [Vla 88]. In the massless 2-dimensional case, the fourth
version was proposed in [Par 88], in which another p-adic norm |k|p := |∑j kj |p was
used. The fifth version was calculated in [Smi 91]. In particular, the second version was
proposed for p-adic quantum field theory: Let ∆p be Vladimirov’s operator in [Vla 88],
which is defined by

(1.10) (∆pϕ)(x) =
∫

Qn
p

|(k, k)|pχp((k, x))ϕ̃(k)dk, ϕ ∈ S(Qn
p ),

where S(Qn
p ) is the space of Schwartz-Bruhat functions on Qn

p and ϕ̃ is the Fourier trans-
form of ϕ,

ϕ̃(k) =
∫

Qn
p

ϕ(x)χp((k, x))dx.

The p-adic Green function G(x) that satisfies (∆p + m2)G(x) = δ(x), where δ(x) is the
p-adic Dirac δ-distribution, was proposed in [VV 89]:

(1.11) G(x) =
∫

Qn
p

χp((k, x))
|(k, k)|p +m2

dk, m ∈ R>0.

Since
1

|(k, k)|p +m2
= lim

ε→∞

∫ ε

0

exp
(−m2θ − |(k, k)|pθ

)
dθ, θ ∈ R>0,

we have

G(x) = lim
N→∞

∫
(p−N Zp)n

χp((k, x))
(

lim
ε→∞

∫ ε

0

exp
(−m2θ − |(k, k)|pθ

)
dθ

)
dk.

Since
∣∣χp((k, x))

∫ ε

0
exp

(−m2θ − |(k, k)|pθ
)
dθ
∣∣ ≤ 1/(|(k, k)|p +m2) ∈ L1

(
(p−NZp)n

)
, by

Lebesgue’s theorem and Fubini’s theorem, we obtain

G(x) = lim
N,ε→∞

∫ ε

0

exp(−m2θ)
∫

(p−N Zp)n

χp((k, x))exp(−|(k, k)|pθ)dkdθ.

Expanding exp (−|(k, k)|pθ) into the Taylor series and using Weierstrass’ criterion, G(x)
is expressed as

(1.12) G(x) = lim
N,ε→∞

∫ ε

0

exp(−m2θ)
∞∑

α=0

(−θ)α

α!

(∫
(p−N Zp)n

|(k, k)|αpχp((k, x))dk

)
dθ.

For convenience, put

(1.13) J = J(α, n) =
∫

(p−N Zp)n

|(k, k)|αpχp((k, x))dk.

5



The properties of G(x) for n = 1 were studied in [Vla 88]. For any odd prime p, the
asymptotic expansions of G(x) for n = 2 and for n = 4 were, respectively, given by
Bikulov [Bik 91] and Kochubei [Koc 93].

In §2, more generally, we obtain an asymptotic expansion of the p-adic Green function
G(x) for any even dimension n and any odd prime p (resp. for any even dimension n and
p = 2) by calculating (1.13) in the functional equation of the local zeta function due to
Rallis and Schiffmann [RS 73] (resp. in the t-representation due to Bikulov [Bik 91] and
formulas of the p-adic Gaussian integral in Appendix A). At first, the author used only the
method of t-representation. Then, Professor Fumihiro Sato at Rikkyo University suggested
to simplify the proof by using the local functional equation of the prehomogeneous vector
space. His advice gave a nice perspective and the possibility of a generalization. The
author is very grateful to Professor F. Sato.

The main results of §2 are as follows:

Proposition 2.2.2. For the trivial character χ, we have

(2.2.6) h−1(t) = (t,−1)H =
{

1 if p ≡ 1 (mod 4)
−1 if p ≡ 3 (mod 4)

for any t ∈ Q×
p ,

(2.2.7) ρ(h−1, α) =
{

Γp(α) if p ≡ 1 (mod 4)
−(1 + pα−1)/(1 + p−α) if p ≡ 3 (mod 4).

Lemma 2.2.3. Let Q be the standard quadratic form (x, x) on Qn
p . For α ∈ C and any

N sufficiently large,

(a) if either n ≡ 0 (mod 4) or [n ≡ 2 (mod 4) and p ≡ 1 (mod 4)], then

J(α, n) = r(Q)Γp(α+ 1)Γp(α+ n/2)|(x, x)|−(α+n/2)
p ;

(b) if n ≡ 2 (mod 4) and p ≡ 3 (mod 4), then

J(α, n) = r(Q)Γp(α+ 1)
1 + pα+n/2−1

1 + p−(α+n/2)
|(x, x)|−(α+n/2)

p .

For convenience, we denoted by Cond.1 the condition either n ≡ 0 (mod 4) or [n ≡ 2
(mod 4) and p ≡ 1 (mod 4)]; Cond.2 the condition n ≡ 2 (mod 4) and p ≡ 3 (mod 4).

Theorem 2.2.4. For any even dimension n and any odd prime p, the Green function

G(x) defined by (1.11) has the following asymptotic expansion:

G(x) ∼


−pn/2(pn/2−1)

p(p+1)(pn/2+1−1)

(
p
m

)4 1

|(x,x)|1+n/2
p

if Cond.1

pn/2(pn/2+1)
p(p+1)(pn/2+1+1)

(
p
m

)4 1

|(x,x)|1+n/2
p

if Cond.2.
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Lemma 2.3.1. For p = 2 and α ∈ C,

(a) if n ≡ 0 (mod 4), then

J(α, n) = (−1)
n
4 2

n
2 −1Γ2(α+ 1)

2−(2α+n)+1 − 2−(α+n/2)

1− 2−(α+n/2)
|(x, x)|−(α+n/2)

2 ;

(b) if n ≡ 2 (mod 4), then

J(α, n) = (−1)−y1+
n
4 + 1

2 2
n
2 −1Γ2(α+ 1)|(x, x)|−(α+n/2)

2 ,

where y1 is the second digit of the canonical representation of (x, x) ∈ Q2, i.e., (x, x) =
2−β(1 + y12 + · · · ), 0 ≤ yj ≤ 1, β ∈ Z.

Theorem 2.3.2. For any even dimension n and p = 2, the Green function G(x) defined

by (1.11) has the following asymptotic expansion:

G(x) ∼


(−1)

n
4 +12

3m4

(
2n/2−1

2n/2+1−1

)
1

|(x,x)|1+n/2
2

if n ≡ 0 (mod 4)

(−1)−y1+ n
4 + 1

2 2
n
2 +1

3m4
1

|(x,x)|1+n/2
2

if n ≡ 2 (mod 4).

In §3, we briefly review some results of a Weyl system (H,W ) on the finite-dimensional p-
adic sympletic space (V,B). In addition, in order to define an l-sheaf (V,F), by Bernshtein
and Zelevinskii [BZ 76, pp. 6–9], over (V,B), we introduce the concept of an algebraic
Weyl system (H,W ) on (V,B), and some necessary and sufficient conditions for a Weyl
system (H,W ) to be irreducible are investigated. As application, we give another proof of
the Ston-Von Neumann Theorem of the p-adic Heisenberg group. From the Schrödinger
representation associated to a selfdual Zp-lattice L in (V,B), we construct a Weyl system
(H(L, σ),WL,σ) depending a selfdual Zp-lattice L and a Qp-valued function σ.

The main results of §3 are as follows:

Definition 3.2.2. a) A Weyl system (H,W ) is said to be algebraic if there exists an open
compact subgroup I of V such that W (x)ϕ = ϕ for all ϕ ∈ H and x ∈ I. For some open
compact subgroup I of V , let HI = {ϕ ∈ H : W (x)ϕ = ϕ for all x ∈ I} be the subspace of
I-invariant vectors in H. Then it is clear that (HI ,W ) is an algebraic Weyl system, called
the algebraic part of W . In particular, (H0 = HV0 ,W ) is the algebraic part of W .

b) Weyl system (H,W ) is said to be admissible if it is algebraic and if for each open
compact subgroup I of V , HI is finite dimensional.

Theorem 3.2.3. A Weyl system (H,W ) is algebraic if and only if S(V )H = H.
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Theorem 3.2.5. Let (H,W ) be a Weyl system on (V,B). Then (H,W ) is irreducible if

and only if for any open compact subgroup Y ∈ O of V either HY = 0 or (HY ,W ) is

irreducible.

Proposition 3.2.6. Let (H,W ) be an admissible Weyl system on (V,B). Then we have:

(i) (H∗
al,W

∗
al) is also admissible.

(ii) (H,W ) is irreducible if and only if (H∗
al,W

∗
al) is.

Proposition 3.2.7 (Schur’s Lemma). If (H,W ) is an irreducible Weyl system on (V,B),
then D = HomS(V )(H,H) is a division ring. In other words, D = C, i.e., if φ : H → H is

a S(V )-module homomorphism, then φ is a scalar multiple of the identity morphism.

Theorem 3.3.1 (The Stone-Von Neumann Theorem).

(a) (Hω, Tω) is an irreducible unitary representation of N .

(b) For any Hilbert space H, every unitary representation (H,T ) of N satisfying

(3.3.5) T (t, 0) = χp(t) · IdH for (t, 0) ∈ Im(ι)

is a multiple of Tω.

Theorem 3.4.3. The Weyl system (H(L, σ),WL,σ) is irreducible if and only if σ(L) ⊂ Zp.

In §4, we explain and supplement the articles [Khr 90a, 90b, 91, 92, 95] which are con-
nected with the n.a. quantum mechanics with K-valued functions. In particular, we review
the relation between Iwasawa isomorphism and unboundedness of the p-adic Gaussian dis-
tribution γ0,b (b ∈ Q×

p ) (cf. [KE 92]) and present some problems which are connected with
the n.a. Gaussian distribution and the n.a. Hilbert space (cf. [Khr 95]). Using the Morita
p-adic Γ-function Γ(M)

p (x) we construct a p-adic Hilbert space H(Zp) and investigate the
properties of a differential operator d

dz and its adjoint
(

d
dz

)∗
in H(Zp). Moreover, as noted

in the equations (1.2) through (1.8), we consider coordinate and momentum operators
xj ,kj (j = 1, 2, · · · , n) in the n.a. complex Hilbert space L2(Kn, γ0,b) and investigate the
properties of operators xj ,kj . Also, we construct a restricted n.a. Heisenberg group Nh

depending h ∈ K.

The main results of §4 are as follows:

Theorem 4.2.4. Every functional ϕ ∈ A(VR,K)′ (resp. ϕ ∈ A′
1) is of the form

(4.2.8) ϕ(f) =
∞∑

|α|=0

fαϕα, f =
∞∑

|α|=0

fαx
α ∈ A(VR,K) (resp. f ∈ A1),

8



where ϕα ∈ K, if and only if {|ϕα|K/R|α|} (resp.

{
|ϕα|

1
|α|
K

}
) is bounded as |α| → ∞.

And we have A′
1 =

⋃
R∈|K×|A(VR,K)′ as set.

Theorem 4.2.6. Let s(A′
i,Ai), i = 0, 1, be the strong topology of A′

i. Then we have:

(1) Ai are complete and reflexive.

(2) (A′
1, s(A′

1,A1)) = (A0, TI) and (A′
0, s(A′

0,A0)) = (A1, TP ).

Theorem 4.2.7. The spaces A′
i, i = 0, 1, can be explicitly described in the form of the

spaces of infinite-order differential operators with coefficients from the field K.

Proposition 4.3.12. For b ∈ K× and R1, R2 ∈ |K×| with R1 ≥
√

r(K)|b|K/|2|K and

1 ≤ R2 ≤
√|b|K/r(K), we have

A(VR1 , Zτ ) ⊂ L2(Kn, γ0,b) ⊂ A(VR2 , Zτ ).

Proposition 4.5.1. The transform Z is an isomorphism of C(Zp,Qp(
√
τ))′ and the func-

tion space

Fτ =
{
f ∈ A(B,Qp(

√
τ)) : ||f || = supn|f (n)(1)/n!|p <∞

}
.

Proposition 4.5.2. (
d

dz

)∗
(zx) =

(x+ 1)Γ(M)
p (x+ 1)

Γ(M)
p (x+ 2)

zx+1.

Proposition 4.6.1. xj ,kj are bounded self-adjoint operators in L2(Kn, γ0,b).

Theorem 4.6.2. For any y ∈ VR∗ , R∗ =
[√|b|K/r(K)

]
K

, the operator T defined by

(Tf)(x) = f(x + y) on the n.a. complex Hilbert space L2(Kn, γ0,b) is bounded and

isometric.

Theorem 4.6.3. Let A be a bounded self-adjoint operator in a n.a. Hilbert space H over

Kn. Then for h, τ ∈ K and x ∈ VRA
, RA =

[
|h|K√
|τ |K

A(r(K))
]

K

, e
√

τ
h xA is an isometric

unitary operator in H.

Corollary 4.6.4. Let h, τ ∈ K and

(4.6.6) xj ∈ B0

(
Rkj

) ⊂ B0 (R∗) , kj ∈ B0

(
Rxj

)
.

Then operators U(xj) = e
√

τ
h xjkj and V (kj) = e

√
τ

h kjxj in L2(K,γ0,b) are isometric unitary

operators acting on L2(K,γ0,b) and satisfy WCR

(4.6.7)

{
U(xi)U(xj) = U(xi + xj), V (ki)V (kj) = V (ki + kj),

U(xj)V (kj) = e
√

τ
h kjxjV (kj)U(xj).
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Corollary 4.6.5. We have a n.a. analogue of Heisenberg uncertainty relations:

(4.6.8) Rkj
·Rxj

=

[
|h|K√|τ |K kj(r(K))

]
K

[
|h|K√|τ |K xj(r(K))

]
K

≥ |h|K√|τ |K
(

1
r(K)

)2

.

Proposition 4.6.6. The set

(4.6.13) Nh = {W (x, k, t) : x ∈ Vk, k ∈ Vx and t ∈ K/Dh}

is a group for the product (4.6.12). We call Nh the restricted n.a. Heisenberg group

depending h ∈ K.

Proposition 4.6.7. For all W,W ′ ∈ Nh and g, g′ ∈ SL(2,K),

(1) [WW ′]g = [W ]g[W ′]g,

(2) [[W ]g]g′ = [W ]gg′ ,

(3) [W ]g = W if and only if g =Id, (Id is the identity of SL(2,K)),

(4) {[·]g : g ∈ SL(2,K)} is a group of automorphisms of Nh.

Notations. Let N, Z, Q, R, C and C×
1 be the set of positive integers, the ring of rational

integers, the rational number field, the real number field, the complex number field and
the set of complex numbers of modulus 1, respectively. Let N0 = N ∪ {0}. For a field
F , let F>x = {y ∈ F : y > x}, F× = {x ∈ F : x �= 0} and denote its characteristic
by char(F ). Let p be any prime number. For any nonzero integer a, let ordpa be the
highest power of p which divides a. (If a = 0, we agree to write ordp0 = ∞.) Note that
ordp behaves a little like a logarithm: ordp(a1a2) = ordpa1 + ordpa2. So for any rational
number x = a/b ∈ Q×, define ordpx to be ordpa − ordpb and then we define the p-adic
absolute value by the equality |x|p = p−ordpx, and |0|p = 0. The p-adic absolute value
has the following properties: (i) |x|p ≥ 0, and |x|p = 0 ⇔ x = 0 (ii) |xy|p = |x|p|y|p
(iii) |x + y|p ≤ max(|x|p, |y|p). The last property is called the ultrametric property. If
|x|p > |y|p, then the preceding inequality becomes an equality:

|x+ y|p = max(|x|p, |y|p) = |x|p.

The field Qp of p-adic numbers is defined to be the completion of the field Q with respect
to the p-adic absolute value. Let Zp = {x ∈ Qp : |x|p ≤ 1} be the ring of p-adic integers.

To define the Fourier transform an additive character χp(x) = exp(2π
√−1{x}p) of

Qp is used. Here {x}p is the fractional part of x. The n-dimensional p-adic space Qn
p

has the standard norm |x|p = max1≤j≤n|xj |p, x = (x1, x2, · · · , xn) ∈ Qn
p . The Fourier
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transform is defined with respect to the character χp((k, x)) =
∏n

j=1 χp(kjxj), where
(k, x) =

∑n
j=1 kjxj .
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§2. An asymptotic expansion of the p-adic Green function

2.1. The functional equation of the local zeta function. Rallis and Schiffmann
[RS 73] investigated a distribution

(2.1.1) ϕ �−→ ZQ(ϕ,χ, α) =
∫

E

ϕ(x)χ(Q(x))|Q(x)|α−n/2dx,

where α ∈ C, E is an n-dimensional vector space over the local field F of char(F ) �= 2, Q
is a nondegenerate quadratic form on E, and χ is a unitary character of F×.

In this section, we summarize well-known classical results of the local zeta function ZQ

attached to a quadratic form Q. For the proofs and more details, see [Car 64], [RS 73] and
[Wei 64].

Let G be a locally compact abelian group and G∗ the Pontrjagin dual of G. For x ∈ G
and x∗ ∈ G∗, we write 〈x, x∗〉 = x∗(x). Let dx, dx∗ denote Haar measures on G,G∗ which
are dual with each other. A continuous function ϕ : G→ C×

1 is a quadratic character of G
if the mapping

(2.1.2) (x, y) �−→ ϕ(x+ y)ϕ(x)−1ϕ(y)−1 for x, y ∈ G

is a bicharacter of G×G. Then we can put

(2.1.3) ϕ(x+ y) = ϕ(x)ϕ(y)〈x, ρy〉,

where ρ = ρϕ is a symmetric continuous homomorphism from G to G∗ and is called
associated with ϕ. The quadratic character ϕ is nondegenerate if ρ is an isomorphism from
G onto G∗. If ϕ is nondegenerate, the modulus |ρ| of ρ is defined by the formula

(2.1.4) |ρ|
∫

G

u(ρx)dx =
∫

G∗
u(x∗)dx∗ for u ∈ L1(G∗).

11



Note that |ρ| depends on the choice of dx. Let Λ(G) be the subspace of L1(G) consisting of
all continuous L1-functions u with the Fourier transform u∗ in L1(G∗), where u∗ is defined
by u∗(x∗) =

∫
G
u(x)〈x, x∗〉dx.

Theorem 2.1.1 (cf. [Wei 64, p. 161] and [Car 64, p. 95]). If ϕ is a nondegenerate quadratic

character of G, then there exists a constant r(ϕ) ∈ C×
1 such that

(2.1.5)
∫

G

ϕ(x)u∗(ρx)dx = r(ϕ)|ρ|−1/2

∫
G

ϕ(x)u(x)dx for u ∈ Λ(G).

This means that the Fourier transformation of the nondegenerate quadratic character
ϕ of G is r(ϕ)|ρ|−1/2ϕ(ρ−1x∗). From now, we choose the unique Haar measure dx on G

satisfying |ρ| = 1; this measure is called adapted for ϕ. We identify G with G∗ by means
of ρ.

Proposition 2.1.2 (cf. [Wei 64, p. 169] and [Car 64, p. 96]). Let ϕ be a nondegenerate

quadratic character of G such that ϕ(x) = 1 for all x in a fixed subgroup H of G. Suppose

that 〈H, ρx〉 = 1 implies x ∈ H. Then r(ϕ) = 1.

Proposition 2.1.3 (cf. [Wei 64, p. 170]). Let G1 (resp. G2) be a locally compact group

and ϕ1 (resp. ϕ2) a nondegenerate quadratic character of G1 (resp. G2). Then the

mapping

ϕ1 ⊗ ϕ2 : (x1, x2) �−→ ϕ1(x1)ϕ2(x2)

is a nondegenerate quadratic character of G1 ×G2, and r(ϕ1 ⊗ ϕ2) = r(ϕ1)r(ϕ2).

Now, let τ be a nontrivial additive character of F and E∗ the algebraic dual of E. We
identify E∗ with the dual group of additive group of E. If Q is a nondegenerate quadratic
form on E, then τ ◦Q is a nondegenerate quadratic character of the additive group of E.
Let B(x, y) = {Q(x+ y)−Q(x)−Q(y)} be the nondegenerate symmetric bilinear form
associated with Q. Then the isomorphism ρ from E onto E∗ associated with τ ◦ Q is
defined by 〈x, ρy〉 = τ(B(x, y)). We identify E∗ with E by means of ρ and choose the
Haar measure dx on E adapted for τ ◦ Q. Then for u ∈ Λ(E) the Fourier transform û is
defined by

(2.1.6) û(y) =
∫

E

u(x)τ(B(x, y))dx.

By Theorem 2.1.1, there exists a constant r(Q) = r(τ ◦Q) ∈ C×
1 such that

(2.1.7)
∫

E

û(x)τ(Q(x))dx = r(Q)
∫

E

u(x)τ(−Q(x))dx.

The constant r(Q) depends on the choice of τ and the formula (2.1.7) is valid for any
u ∈ Λ(E) and, in particular, for any u ∈ S(E), where S(E) is the space of Schwartz-Bruhat
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functions on E; this is a subspace of Λ(E) and the Fourier transformation gives a bijection
from S(E) to S(E∗). Let ( , )H be the Hilbert symbol defined on F×/(F×)2×F×/(F×)2.
If we put ha(b) = (a, b)H , then a �→ ha is an isomorphism from the finite abelian group
F×/(F×)2 onto its dual.

We can find a coordinate system on E such that

(2.1.8) Q(x) = a1x
2
1 + · · ·+ anx

2
n (aj ∈ F×, j = 1, · · · , n).

Suppose F is ultrametric. Then the quadratic form Q is characterized by three invariant:
The dimension n, the discriminant D = a1 · · · an(F×)2 and the Hasse-Minkowski character∏

k<j(ak, aj)H . We put � = (−1)[n/2]D, where the symbol [x] denote the greatest integer
not exceeding x. By Proposition 2.1.3 and (2.1.7), we have the following proposition.

Proposition 2.1.4 (cf. [RS 73, pp. 499–504]). Let q(x) = x2 be a quadratic form on F ;

put f(a) = r(aq) for a ∈ F×; and let Q be as in (2.1.8). Then we have:

(i) ϕ(x) = f(x)/f(1) is a nondegenerate quadratic character of F×/(F×)2 associated

with the isomorphism a �→ ha;

(ii) r(ϕ)−1 =
∑

a∈F×/(F×)2 ϕ(a);

(iii) r(Q) = f(1)n−1f(D)
∏

k<j(ak, aj)H .

For t ∈ F×, we calculate the number r(tQ). As a function of t, r(tQ) is invariant under
the subgroup (F×)2 of F×. Thus we can put

(2.1.9) r(tQ) =
∑

a∈F×/(F×)2

βa(Q)ha(t), (βa(Q) ∈ C).

Proposition 2.1.5 (cf. [RS 73, p. 505]). If F is ultrametric, then we have

(2.1.10) r(tQ) =

{
r(Q)h�(t) if n is even

r(Q)r(ϕ)f(1)
∑

a∈F×/(F×)2 f(a�)ha(t) if n is odd.

Let χ be a unitary character of F× and α ∈ C. For ϕ ∈ S(E), we define the local zeta
function ZQ(ϕ,χ, α) by

(2.1.11) ZQ(ϕ,χ, α) =
∫

E

ϕ(x)χ(Q(x))|Q(x)|α−n/2dx.

Theorem 2.1.6 (cf. [RS 73, p. 521]). The integral (2.1.11) is absolutely convergent for

Re(α) > 0 (resp. Re(α) > n/2 − 1) if Q is anisotropic (resp. if Q is isotropic). Further,
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as a function of α, ZQ(ϕ,χ, α) has an analytic continuation to a meromorphic function on

C, and satisfies the functional equation

ZQ(ϕ,χ, α) = ρ(χ,α− n/2 + 1)×
(2.1.12)

∑
a∈F×/(F×)2

βa(Q)ha(−1)ρ(χha, α)ZQ(ϕ̂, χ−1h−1
a , n/2− α),

where βa(Q) is defined in (2.1.9) and ρ(χ,α) is the gamma factor of Tate. Hence for all

ϕ ∈ S(F ), we have

(2.1.13)
∫

F×
ϕ(t)χ(t)|t|αdt× = ρ(χ,α)

∫
F×

ϕ̂(t)χ−1(t)|t|1−αdt×, 0 < Re(α) < 1.

2.2. Calculation of J = J(α, n) for any odd prime p. In this section, we calculate
J(α, n), given by (1.13), for any even dimension n and any odd prime p by using the
functional equation of the local zeta function, and obtain an asymptotic expansion of the
p-adic Green function.

From now on, we choose the standard quadratic formQ(x) = (x, x) on Qn
p . For a unitary

character χ of Q×
p and a test function ϕ ∈ S(Qn

p ), the local zeta function ZQ(ϕ,χ, α) is
given by

(2.2.1) ZQ(ϕ,χ, α) =
∫
{k∈Qn

p |(k,k) �=0}
ϕ(k)χ((k, k))|(k, k)|α−n/2

p dk.

When χ is trivial, we simply write ZQ(ϕ,α). For any integer N and y ∈ Qn
p , let chN,y(k)

denote the characteristic function of y + (p−NZp)n. Fix an element x ∈ Qn
p and put

(2.2.2) ψN,x(k) = χp((k, x))chN,0(k).

Then ψN,x(k) is in S(Qn
p ) and we have

(2.2.3) J = J(α, n) = ZQ(ψN,x, α+ n/2).

By the functional equation (2.1.12), we have

(2.2.4) J = ρ(1, α+ 1)
∑

a∈Q
×
p /(Q×

p )2

βa(Q)ha(−1)ρ(ha, α+ n/2)ZQ(ψ̂N,x, h
−1
a ,−α).

Note that
ψ̂N,x(k) = pnN × ch−N,−x(k).
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Hence we have

ZQ(ψ̂N,x, h
−1
a ,−α) =

∫
{k∈Qn

p |(k,k) �=0}
ψ̂N,x(k)h−1

a ((k, k))|(k, k)|−(α+n/2)
p dk

=
∫
{k∈Qn

p |(k,k) �=0}
pnNch−N,−x(k)h−1

a ((k, k))|(k, k)|−(α+n/2)
p dk

= pnN

∫
{k∈−x+(pN Zp)n}

h−1
a ((k, k))|(k, k)|−(α+n/2)

p dk

= ha((x, x))|(x, x)|−(α+n/2)
p for any N sufficiently large.

On the other hand, by calculating (2.1.13) for the trivial character χ, we easily obtain
ρ(1, α+ 1) = Γp(α+ 1), where Γp(α) = (1− pα−1)/(1− p−α) is the Gelfand-Graev p-adic
Γ-function (see (A.28) in Appendix A). Thus, for any N sufficiently large, we have

(2.2.5) J = Γp(α+ 1)|(x, x)|−(α+n/2)
p

∑
a∈Q

×
p /(Q×

p )2

βa(Q)ha(−(x, x))ρ(ha, α+ n/2).

Proposition 2.2.1 (cf. [VVZ 94, p. 130]). Let p �= 2 and let ε be a unit, ε /∈ (Q×
p )2. Then

hε(x) = (x, ε)H = 1 if and only if v(x) is even,

where |x|p = pv(x), v(x) ∈ Z.

Proposition 2.2.2. For the trivial character χ, we have

(2.2.6) h−1(t) = (t,−1)H =
{

1 if p ≡ 1 (mod 4)
−1 if p ≡ 3 (mod 4)

for any t ∈ Q×
p ,

(2.2.7) ρ(h−1, α) =
{

Γp(α) if p ≡ 1 (mod 4)
−(1 + pα−1)/(1 + p−α) if p ≡ 3 (mod 4).

Proof. Since p ≡ 1 (mod 4) if and only if −1 ∈ (Q×
p )2, h−1(t) = 1 and ρ(h−1, α) = Γp(α).

Assume p ≡ 3 (mod 4). If h−1(t) = 1, then t ∈ (Q×
p )2 and t = a2 + b2 for some

a, b ∈ Q×
p . Thus a2

0 + b20 ≡ 0 (mod p), i.e., −1 is a quadratic residue modulo p. Thus
the Legendre symbol (−1|p) = 1. This is a contradiction. Hence h−1(t) = −1. Next let
gα(t) = |t|α−1

p h−1(t). Then gα(t) is a multiplicative character of Q×
p and is a homogeneous

generalized function of degree gα(t). Since ĝα(tk) = |t|−1
p gα(1/t)ĝα(k) = |t|−α

p h−1(t)ĝα(k),
the Fourier transform ĝα of gα is a homogeneous generalized function of degree |t|−α

p h−1(t),
i.e., ĝα(k) is proportional to degree |k|−α

p h−1(k). Hence we can write

(2.2.8) ĝα(k) = Γp(gα)|k|−α
p h−1(k) (Γp(gα) ∈ C).
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Putting k = 1 in (2.2.8), we obtain

Γp(gα) = −ĝα(1) = −
∫

Qp

gα(t)χp(t)dt.

Since h−1(t) = −1 for all t ∈ Q×
p , g1(t) ≡ −1 and by Proposition 2.2.1, we can write

gα(t) = |t|α−1+π
√−1/lnp

p . Therefore

Γp(gα) = −
∫

Qp

|t|α−1+π
√−1/lnp

p χp(t)dt

= −Γp(α+ π
√−1/lnp) = −(1 + pα−1)/(1 + p−α).

In the formula (2.1.13), let ϕ(t) = χp(t) ∈ S(Qp). Then∫
Q

×
p

χ̂p(t)h−1(t)|t|1−α
p dt× =

∫
Qp

χp(t)ĝ−α+1(t)dt

= Γ(g−α+1)
∫

Qp

χp(t)h−1(t)|t|α−1
p dt

= −(1 + p−α)/(1 + pα−1)
∫

Q
×
p

χp(t)h−1(t)|t|αp dt×.

Thus ρ(h−1, α) = −(1 + pα−1)/(1 + p−α).

Now we calculate J = J(α, n). From (2.1.9) and (2.1.10), we observe the following: If n
is even, we have βa(Q) = 0 if a �= � and β�(Q) = r(Q), where � = (−1)n/2; if n is odd,
we have βa(Q) = r(Q)r(ϕ)f(1)f(a�), where � = (−1)[n/2]. Thus, for any N sufficiently
large, (2.2.5) can be rewritten as follows: If n is even,

(2.2.9) J = r(Q)Γp(α+ 1)h�(−(x, x))ρ(h�, α+ n/2)|(x, x)|−(α+n/2)
p ;

if n is odd,

(2.2.10) J = r(Q) · r(ϕ)Γp(α+ 1)h�(−(x, x))ρ(h�, α+ n/2)|(x, x)|−(α+n/2)
p + Φ((x, x)),

where

Φ((x, x)) = r(Q) · r(ϕ) · f(1)Γp(α+ 1)|(x, x)|−(α+n/2)
p ×∑

a∈Q
×
p /(Q×

p )2; a�=�
f(a�)ha(−(x, x))ρ(ha, α+ n/2).

By Proposition 2.2.2, we obtain the following lemma.
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Lemma 2.2.3. Let Q be the standard quadratic form (x, x) on Qn
p . For α ∈ C and any

N sufficiently large,

(a) if either n ≡ 0 (mod 4) or [n ≡ 2 (mod 4) and p ≡ 1 (mod 4)], then

J(α, n) = r(Q)Γp(α+ 1)Γp(α+ n/2)|(x, x)|−(α+n/2)
p ;

(b) if n ≡ 2 (mod 4) and p ≡ 3 (mod 4), then

J(α, n) = r(Q)Γp(α+ 1)
1 + pα+n/2−1

1 + p−(α+n/2)
|(x, x)|−(α+n/2)

p .

For convenience, we denoted by Cond.1 the condition either n ≡ 0 (mod 4) or [n ≡ 2
(mod 4) and p ≡ 1 (mod 4)]; Cond.2 the condition n ≡ 2 (mod 4) and p ≡ 3 (mod 4).

Theorem 2.2.4. For any even dimension n and p ≥ 3, the Green function G(x) defined

by (1.11) has the following asymptotic expansion:

G(x) ∼


−pn/2(pn/2−1)

p(p+1)(pn/2+1−1)

(
p
m

)4 1

|(x,x)|1+n/2
p

if Cond.1

pn/2(pn/2+1)
p(p+1)(pn/2+1+1)

(
p
m

)4 1

|(x,x)|1+n/2
p

if Cond.2.

Proof. Suppose that n and p satisfy Cond.1. We substitute the formula (a) of Lemma
2.2.3 into the expression for the Green function (1.12):

(2.2.11) G(x) = r(Q)
∫ ∞

0

exp(−m2θ)
∞∑

α=0

(−θ)α

α!
Γp(α+ 1)Γp(α+ n/2)|(x, x)|−(α+n/2)

p dθ.

For further simplification of (2.2.11), we substitute the following expansion

Γp(α+ 1)Γp(α+ n/2) =
∞∑

r=0

arp
−nr/2

[
p−rα − (1 + pn/2−1)p−(r−1)α + pn/2−1p−(r−2)α

]
,

where ar =
∑r

j=0 p
(n/2−1)j , into the expression (2.2.11). We can change the order of

summations because the double series of α and r are absolutely convergent. Thus we have

G(x) = r(Q)|(x, x)|−n/2
p

∫ ∞

0

exp(−m2θ)
∞∑

r=0

ar

pnr/2
×[

exp
( −θp−r

|(x, x)|p

)
− (1 + pn/2−1)exp

(−θp−(r−1)

|(x, x)|p

)
+ pn/2−1exp

(−θp−(r−2)

|(x, x)|p

)]
dθ.
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The above series converges uniformly, so that by term by term integration and passage to
limit, we obtain

G(x) = r(Q)|(x, x)|1−n/2
p

∞∑
r=0

arp
−nr/2

×
[

1
m2|(x, x)|p + p−r

− 1 + pn/2−1

m2|(x, x)|p + pp−r
+

pn/2−1

m2|(x, x)|p + p2p−r

]
= r(Q)|(x, x)|1−n/2

p (p− 1)
∞∑

r=0

arp
−(n/2+1)r

× p−r(p2 − pn/2)− (pn/2 − 1)m2|(x, x)|p
(m2|(x, x)|p + p−r)(m2|(x, x)|p + pp−r)(m2|(x, x)|p + p2p−r)

.

Thus we have

lim
|(x,x)|p→∞

r(Q)|(x, x)|1+n/2
p G(x)

=
(p− 1)(1− pn/2)

m4

∞∑
r=0

arp
−(n/2+1)r

=
(p− 1)(1− pn/2)
(1− pn/2−1)m4

( ∞∑
r=0

p−(n/2+1)r − p(n/2−1)
∞∑

r=0

p−2r

)

=
−pn/2(pn/2 − 1)

p(p+ 1)(pn/2+1 − 1)

( p
m

)4

.

Similarly, in the case Cond.2, we obtain the desired result if we use the expansion

Γp(α+ 1)
1 + pα+n/2−1

1 + p−(α+n/2)
=

∞∑
r=0

brp
−nr/2

[
p−rα − (1− pn/2−1)p−(r−1)α − pn/2−1p−(r−2)α

]
,

where br =
∑r

j=0(−1)r−jp(n/2−1)j .

2.3. An alternative method for p = 2. In this section, we calculate J(α, n), given
by (1.13), for any even dimension n and p = 2 by using the t-representation introduced by
Bikulov [Bik 91] and obtain an asymptotic expansion of the p-adic Green function.

Bikulov [Bik 91] used the following formula (it is called the t-representation) to split the
double integral J(α, n) into two one-dimensional p-adic Gaussian integrals (see Appendix
A): For α > 0 and p−M < |z|p < pm (z ∈ Qp, m,M ∈ Z),

(2.3.1) |z|αp = Γp(α+ 1) lim
M,m→∞

∫
p−m≤|t|p≤pM

|t|−(α+1)
p (χp(zt)− 1)dt.

His method can be used for any prime number p. We use it to calculate J(α, n) for any
even dimension n and p = 2. The results are given by the following lemma.
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Lemma 2.3.1. For p = 2 and α ∈ C,

(a) if n ≡ 0 (mod 4), then

J(α, n) = (−1)
n
4 2

n
2 −1Γ2(α+ 1)

2−(2α+n)+1 − 2−(α+n/2)

1− 2−(α+n/2)
|(x, x)|−(α+n/2)

2 ;

(b) if n ≡ 2 (mod 4), then

J(α, n) = (−1)−y1+
n
4 + 1

2 2
n
2 −1Γ2(α+ 1)|(x, x)|−(α+n/2)

2 ,

where y1 is the second digit of the canonical representation of (x, x) ∈ Q2, i.e., (x, x) =
2−β(1 + y12 + · · · ), 0 ≤ yj ≤ 1, β ∈ Z.

Proof. Let n be even and p = 2. In order to use the t-representation, setting z = (k, k) ∈
Q×

2 in (2.3.1) and substituting it into (1.13), we obtain

(2.3.2) Γ2(α+1)
∫

(2−N Z2)n

(
lim

M,m→∞

∫
2−m≤|t|2≤2M

|t|−(α+1)
2 (χ2(zt)− 1) dt

)
χ2((k, x))dk,

for 2−M < |z|2 < 2m. Since χ2((k, x))
∫
2−m≤|t|2≤2M |t|−(α+1)

2 (χ2(zt)− 1) dt (see (2.3.1))
converges uniformly as M → ∞ for any k ∈ (2−NZ2)n, (2.3.2) can be rewritten in the
form

Γ2(α+ 1) lim
M,m→∞

∫
2−m≤|t|2≤2M

|t|−(α+1)
2

×

∫
|k1|2≤2N

· · ·
∫
|kn|2≤2N

 n∏
j=1

χ2(tk2
j + xjkj)−

n∏
j=1

χ2(xjkj)

 dk1 · · · dkn

 dt.

Using the expressions (A.6) and (A.20) in Appendix A, and integrating it with respect to
t, and taking the limit for M →∞, we obtain

J = J(α, n) =
∫

(2−N Z2)n

|(k, k)|α2χ2((k, x))dk

= Γ2(α+ 1)
∑

r≥−2N+1

2−(α+1)r+n(1−r)/2

×



∏n
j=1 δ(|xj |2 − 2−N+1)

∫
|t|2=2r λ

n
2 (t)χ2

(
(x,x)
−4t

)
dt, |t|2 = 2−2N+1∏n

j=1 Ω(2N |xj |2)
∫
|t|2=2r λ

n
2 (t)χ2

(
(x,x)
−4t

)
dt, |t|2 = 2−2N+2∏n

j=1 Ω(2−N−r+1|xj |2)
∫
|t|2=2r λ

n
2 (t)χ2

(
(x,x)
−4t

)
dt, |t|2 ≥ 2−2N+3

− 2nNΓ2(α+ 1)
n∏

j=1

Ω(2N |xj |2)
∑

r≥−2N+1

2−(α+1)r

∫
|t|2=2r

dt .
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If 2−N+1 < |x|2 = max1≤j≤n|xj |2 = 2l ≤ 2N+r−1, we obtain

(2.3.3) J = 2n/2Γ2(α+ 1)
∑

r≥−N+l+1

2−(α+1+n/2)r

∫
|t|2=2r

λn
2 (t)χ2

(
(x, x)
−4t

)
dt.

Let (x, x) = 2−β(y, y), |(y, y)|2 = 1. After the change of variable t = −(y, y)/2rs (|s|2 =
1, dt = 2rds), we obtain

(2.3.4) J = 2n/2Γ2(α+ 1)
∑

r≥−N+l+1

2−(α+n/2)r

∫
|s|2=1

λn
2

(
(y, y)
−2rs

)
χ2(2−β+r−2s)ds.

Since |−(y, y)/2rs|2 = 2r, we can write

(2.3.5)
(y, y)
−2rs

= 2−r(1 + t12 + t222 + · · · ), 0 ≤ tj ≤ 1.

Since n is even, by the definition of λ2 (see (A.17) in Appendix A), we have

λn
2

(
(y, y)
−2rs

)
=

(1 + (−1)t1+1/2)n

2n/2
.

On the other hand, comparison of the second digits of the canonical representation on
both sides in (2.3.5) gives t1 ≡ −(y1 + s1) (mod 2), where s1 and y1 are the second digits
of the canonical representation of s and (y, y), respectively. So we have

(2.3.6) λn
2

(
(y, y)
−2rs

)
=

(1 + (−1)t1+1/2)n

2n/2
=

(1 + (−1)−(y1+s1)+1/2)n

2n/2
.

Substitution of the value (2.3.6) into (2.3.4) and the change of variable s = 1 + 2s1 + s′

(|s′|2 ≤ 2−2, 0 ≤ s1 ≤ 1 and ds′ = ds) gives
(2.3.7)
J = Γ2(α+ 1)

∑
r≥−N+l+1

2−(α+n/2)r
[
(1 + (−1)−y1+1/2)nC1 + (1− (−1)−y1+1/2)nC3

]
X,

where, by (A.6) in Appendix A,

X =
∫
|s′|2≤2−2

χ2(2−β+r−2s′)ds′ =
{ 1

4 for r ≥ β
0 for r < β,

C1 = χ2(2−β+r−2) = exp
(
2π
√−1

{
2−β+r−2

}
2

)
=


1 for r ≥ β + 2
−1 for r = β + 1
i for r = β,
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C3 = χ2(2−β+r−23) = exp
(
2π
√−1

{
2−β+r−23

}
2

)
=


1 for r ≥ β + 2
−1 for r = β + 1
−i for r = β.

Consider the condition −N + l + 1 < β (since −N + 1 < l, we have 2−2N < |(x, x)|2).
Substitution of the values X and Cj (j = 1, 3) into (2.3.7) gives

(2.3.8) J = Γ2(α+ 1)


 ∑

r≥β+2

2−(α+n/2)r − 2−(α+n/2)(β+1)

A+ 2−(α+n/2)βB

 ,

where

A =
(1 + (−1)−y1+1/2)n + (1− (−1)−y1+1/2)n

4
=
{

(−1)
n
4 2

n
2 −1, n ≡ 0 (mod 4)

0, n ≡ 2 (mod 4),

B =
(1 + (−1)−y1+1/2)n − (1− (−1)−y1+1/2)n

4
(−1)1/2

=
{

0, n ≡ 0 (mod 4)

(−1)−y1+
n
4 + 1

2 2
n
2 −1, n ≡ 2 (mod 4).

Substitution of the values A and B into (2.3.8) gives the formulas (a) and (b).

Theorem 2.3.2. For any even dimension n and p = 2, the Green function G(x) defined

by (1.11) has the following asymptotic expansion:

G(x) ∼


(−1)

n
4 +12

3m4

(
2n/2−1

2n/2+1−1

)
1

|(x,x)|1+n/2
2

if n ≡ 0 (mod 4)

(−1)−y1+ n
4 + 1

2 2
n
2 +1

3m4
1

|(x,x)|1+n/2
2

if n ≡ 2 (mod 4).

Proof. We substitute the formulas (a) and (b) in Lemma 2.3.1 into the expression for the
Green function (1.12) and use the expansions

Γ2(α+ 1)
2−(2α+n)+1 − 2−(α+n/2)

1− 2−(α+n/2)

= 2−n/2
∞∑

r=0

cr2−nr/2
[
2−rα − (1 + 2−n/2+1)2−(r+1)α + 2−n/2+12−(r+2)α

]
,

where cr =
∑r

j=0 2(n/2−1)j ; Γ2(α + 1) =
∑∞

r=0 2−r
(
2−rα − 2−(r−1)α

)
. Then the proof of

the theorem follows the same process as in Theorem 2.2.4.
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§3. Algebraic Weyl system and application

3.1. Definitions and the general properties of Weyl systems. We review some of
well-known results of a Weyl systems (H,W ) on the finite dimensional p-adic symplectic
space (V,B). For proofs and more details, see [Zel 91] and [VVZ 94] (cf. for the ∞-
dimensional case, see [Zel 92] and [Zel 94b]).

By the definition of a p-adic symplectic space is the pair (V,B), where V is a finite
dimensional Qp-vector space and B is a nondegenerate antisymmetric Qp-bilinear form on
V . Then dimQp

V = 2n is even (cf. for the ∞-dimensional case, see [Zel 94b, p. 423]).
Given 0 �= e1 ∈ V , there must exist a x ∈ V for which B(e1, x) �= 0, since B is

nondegenerate. We choose a a ∈ Qp so that en+1 = be1+ax, andB(e1, en+1) = aB(e1, x) =

1. Then the hyperbolic plane hy = span{e1, en+1} has matrix
(

0 1
−1 0

)
with respect

to the basis {e1, en+1}. Since hy is nondegenerate (i.e., the pair (hy, B|hy×hy
) is p-adic

symplectic space), we have V = hy ⊕ h⊥y , where h⊥y is also nondegenerate. Hence, we
repeat the preceding construction in h⊥y , to obtain an orthogonal decomposition of V of
the form

V = h1
y ⊕ h2

y ⊕ · · · ⊕ hn
y ,

where each hj
y is a hyperbolic plane. Thus there is a basis {ej : 1 ≤ j ≤ 2n} of V for which

the matrix of the form is
(

0 En

−En 0

)
, where En is the n× n unit matrix, and 0 is the

n × n null matrix. Also the map Pj : V → hj
y, j = 1, 2, · · · , n, which is defined by the

formula
Pjx = B(ej , x)en+j +B(x, en+j)ej , x ∈ V,

is the orthogonal projection map on hj
y.

Let X0 be a Zp-span of the symplectic basis {ej : 1 ≤ j ≤ 2n}. Then X0 is an open
compact Zp-submodule of V and has the following properties:

(3.1.1) B(x, y) ∈ Zp ∀x, y ∈ X0; ∀x ∈ V \X0, ∃y ∈ X0 such that B(x, y) ∈ Qp\Zp.

Zelenov [Zel 91] defined a Weyl system on (V,B) as a pair (H,W ) of a complex Hilbert
space H and a continuous map W : x �→ W (x) from V to the family of unitary operators
on H satisfying the condition (the Weyl relation)

(3.1.2) W (x)W (y) = χp(B(x, y)/2)W (x+ y).

Two Weyl systems (H,W ) and (H ′,W ′) on (V,B) are unitary equivalent if there exists
an intertwining unitary operator U : H → H ′. I.e. U is an unitary operator such that

UW (x)U−1 = W ′(x), x ∈ V.
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A Weyl system (H,W ) is said to be irreducible if there exists no non-trivial subspace of
H invariant under the W (x), x ∈ V . We say that (H,W ) can be represented as a direct
sum ⊕j∈I(Hj ,W ) of Weyl systems (Hj ,W ) if H can be written as a direct sum ⊕j∈IHj

of subspaces Hj which are invariant under the action of operators W (x).
We denote by V0 = {x ∈ V : |x|p ≤ 1} the open compact subgroup of V . Let (H,W )

be a Weyl system on (V,B). A vector ϕ0 ∈ H is called a vacuum vector of (H,W ) if the
condition W (x)ϕ0 = ϕ0 is satisfied for all x ∈ V0. The set of vacuum vectors of (H,W )
forms the vacuum subspace H0 of H.

Every Weyl system (H,W ) on (V,B) is, in a certain sense, determined by its restriction
(H,W |V0) on (V0, B|V0×V0). Since V0 is a compact abelian group, all irreducible unitary
representations of V0 are one-dimensional. Let V ∗

0 = Hom(V0,T) be the group of characters
of V0. Then we have

V ∗/V ⊥
0
∼= V/V0 � α̂ ∼�−→ α̂∗ ∈ V ∗

0 , α̂∗(x) := χp((α, x)), x ∈ V0,

where α is a representative of the coset α̂ ∈ V/V0. By the theory of unitary representations
of compact groups, the representation space H can be expressed as an orthogonal sum

H = ⊕α̂∈V/V0Hα̂,

where Hα̂ is the maximal subspace on which V0 acts as a multiple of α̂∗.
Let us choose an element α from each coset α̂ ∈ V/V0 and denote the family of such

elements by J0. Let

(3.1.3) Σ = {ϕα = W (α)ϕ0 ∈ H : α ∈ J0} .

If α1 and α2 belong to the same coset α̂ ∈ V/V0, then, using (3.1.1), the definition of the
vacuum vector and (3.1.3), we obtain

ϕα1 = W (α1)ϕ0 = W (α2 + (α1 − α2))ϕ0 = χp(B(α1, α2)/2)ϕα2 .

Therefore, a change of the element α in α̂ induces only a scalar multiplication of ϕα. We
call Σ the system of coherent states of (H,W ).

The investigation of Weyl systems on p-adic symplectic spaces is essentially based on
the notions of vacuum vector and the system of coherent states as follows:

Theorem 3.1.1 (cf. [Zel 91]). Weyl systems has the following properties:

(i) For any Weyl system, there exists the vacuum vector.

(ii) A Weyl system (H,W ) is irreducible if and only if its vacuum subspace H0 is one-

dimensional. Otherwise, if we choose some orthonormal basis {ϕi
0}i∈N in H0, (H,W ) can
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be represented as a direct sum ⊕i∈N(Hi,W ) of irreducible Weyl systems (Hi,W ), where

subspace Hi is the span of the vectors {ϕi
α = W (α)ϕi

0 : α ∈ J0}i∈N.

(iii) If (H,W ) is irreducible Weyl system with the vacuum vector ϕ0, then the system

of coherent states Σ of (H,W ) forms the orthonomal basis in H.

(iv) All irreducible Weyl systems are unitary equivalent.

Example 3.1.2 (cf. [VV 89] and [Zel 89, in case of p = 2]). For 2-dimensional case, an
irreducible Weyl system is constructed as a pair (L2(Qp),W ) on (Q2

p, B), where the unitary
operator W (z) is defined by

W (z)ϕ(x) = χp(px+ pq/2)ϕ(x+ q), z = (q, p) ∈ Q2
p, ϕ ∈ L2(Qp),

the symplectic form B : Q2
p×Q2

p → Qp is given by B(z, z′) = qp′− q′p (z′ = (q′, p′) ∈ Q2
p).

The vacuum vector has the form ϕ0(x) = Ω(|x|p), where Ω(x) is 1 if 0 ≤ x ≤ 1 and 0 if
x > 1.
Example 3.1.3 (cf. [VVZ 94, p. 243]). We denote the tensor product ⊗n(L2(Qp),W ) of
n irreducible Weyl systems of Example 3.1.2 by (L2(Qn

p ),W (n)) on (Q2n
p , B). Hence

W (n)(z) = ⊗n
j=1W (zj), z = (z1, z2, · · · , zn) ∈ Q2n

p

and the vacuum vector has the form

ϕ
(n)
0 (x) = Ω(|x|p) =

n∏
j=1

Ω(|xj |p), x = (x1, x2, · · · , xn) ∈ Qn
p .

On the group V , we normalize the Haar measure dx by the condition
∫

V0
dx = 1. In

the Hilbert space L2(V ) of C-valued square integrable functions on V , the standard inner
product and the norm are given by

(ψ,ϕ) =
∫

Qp

ψ(x)ϕ(x)dx, ||ψ||2 = (ψ,ψ).

We define a Hilbert subspace L2(V0) of L2(V ) by

(3.1.4) L2(V0) =
{
f ∈ L2(V ) : f(x+ y) = χp(B(x, y)/2)f(x) ∀y ∈ V0

}
,

and an operator W̃ (x) by

(3.1.5) W̃ (x)f(y) = χp(B(x, y)/2)f(y − x) (x ∈ V, f ∈ L2(V0)).

Example 3.1.4 (cf. [Zel 91] and [VVZ 94, p. 243]). The pair (L2(V0), W̃ ) is an irreducible
Weyl system on (V,B), and the vacuum vector has the form ϕ0(x) = Ω(|x|p).

Let Sp(2n,Qp) be the group of automorphisms of the space (V,B) that preserve the
symplectic form B. We fix a basis of V and express any g ∈ Sp(2n,Qp) by a matrix
(gjk) ∈ M2n(Qp). Then G = {g ∈ Sp(2n,Qp) : ||g||′ = max1≤j,k≤2n|gjk|p = 1} forms a
maximal compact subgroup of Sp(2n,Qp).
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Theorem 3.1.5 (cf. [Zel 91]). Let (H,W ) be an irreducible Weyl system on (V,B). Then

a family of operators {U(g) : g ∈ G} satisfying

U(g)W (x) = W (gx)U(g), x ∈ V

forms an unitary representation of G in H, and any vacuum vector of (H,W ) is an eigen-

vector of the U(g).

3.2. An algebraic Weyl system. First of all, we recall that the definition of l-sheaf
on the l-space by Bernshtein and Zelevinskii [BZ 76, pp. 6–9]: A topological space X is
said to be an l-space if it is Hausdorff, locally compact, and zero-dimensional. Denote by
C∞(X) and S(X) the space of all locally constant C-valued functions on X and the space
of Schwartz-Bruhat functions on X, respectively. We say that an l-sheaf is defined on X

if with each x ∈ X there is associated a C-vector space Fx and there is defined a family F
of cross-sections (that is, mapping ϕ defined on X such that ϕ(x) ∈ Fx for each x ∈ X)
such that the following conditions hold:

(i) F is invariant under addition and multiplication by functions in C∞(X).

(ii) If ϕ is a cross-section that coincides with some cross-section in F in a neighbourhood
of each point, then ϕ ∈ F .

(iii) If ϕ ∈ F , x ∈ X, and ϕ(x) = 0, then ϕ = 0 in some neighbourhood of x.

(iv) For any x ∈ X and ξ ∈ Fx there exists a ϕ ∈ F such that ϕ(x) = ξ.

The l-sheaf itself is denoted by (X,F). The spaces Fx are called stalks, and the elements
of F cross-sections of the sheaf. We call the set supp ϕ = {x ∈ X : ϕ(x) �= 0} the support
of the cross-section ϕ ∈ F . Condition (iii) guarantees that supp ϕ is closed.

A cross-section ϕ ∈ F is called finite if supp ϕ is compact. We denote the space of finite
cross-sections of (X,F) by Fc. It is clear that Fc is a S(X)-module, and that S(X)Fc = Fc.
It turns out that this property can be taken as the basis for the definition of an l-sheaf.

Proposition 3.2.1 (cf. [BZ 76, Proposition 1.14]). Let M be a S(X)-module such that

S(X)M = M . Then there exists one and up to isomorphism only one l-sheaf (X,F) such

that M is isomorphic as an S(X)-module to the space of finite cross-sections Fc.

Proposition 3.2.1 means that defining an l-sheaf on X is equivalent to defining an S(X)-
module M such that S(X)M = M .

In this section, in order to define an l-sheaf (V,F) on the p-adic symplectic space (V,B),
we define an algebraic Weyl system, and we prove some necessary and sufficient conditions
for Weyl systems (H,W ) on (V,B) to be irreducible.
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Let (H,W ) be a Weyl system on (V,B) with a vacuum vector ϕ0 ∈ H0 and S(V ) the
space of Schwartz-Bruhat functions on V . Then the convolution product

(3.2.1) f ∗̂g(x) =
∫

V

χp(−B(x, y)/2)f(y)g(x − y)dy

makes S(V ) an associative C-algebra without the unit element. For each f ∈ S(V ), we
define a linear endomorphism EW (f) of H by

(3.2.2) EW (f)ϕ =
∫

V

f(x)W (x)ϕ dx, ϕ ∈ H.

Since f is locally constant on V with compact support, this integral is well-defined. It is
easy to see that EW (f ∗̂g) = EW (f)EW (g). Indeed, for f, g ∈ S(V ) and ϕ ∈ H, using the
Weyl relation (3.1.2) and (3.2.2), we get

EW (f ∗̂g)ϕ =
∫

V

∫
V

χp(−B(x, y)/2)f(y)g(x − y)W (x)ϕ dxdy

=
∫

V

∫
V

χp(−B(t, y)/2)f(y)g(t)W (t + y)ϕ dtdy

=
∫

V

g(t)
(∫

V

f(y)W (y)W (t)ϕ dy

)
dt

=
∫

V

g(t)EW (f)W (t)ϕ dt = EW (f)EW (g)ϕ.

Hence H is a S(V )-module.

Definition 3.2.2. a) Weyl system (H,W ) is said to be algebraic if there exists an open
compact subgroup I of V such that W (x)ϕ = ϕ for all ϕ ∈ H and x ∈ I. For some open
compact subgroup I of V , let HI = {ϕ ∈ H : W (x)ϕ = ϕ for all x ∈ I} be the subspace of
I-invariant vectors in H. Then it is clear that (HI ,W ) is an algebraic Weyl system, called
the algebraic part of W . In particular, (H0 = HV0 ,W ) is the algebraic part of W .

b) Weyl system (H,W ) is said to be admissible if it is algebraic and if for each open
compact subgroup I of V , HI is finite dimensional.

Algebraic Weyl system gives an l-sheaf on (V,B) as follows:

Theorem 3.2.3. Weyl system (H,W ) is algebraic if and only if S(V )H = H.

Proof. Let (H,W ) be an algebraic. I.e. any ϕ ∈ H is fixed by some open compact
subgroup, say I, of V . Let ξI = volume(I)−1× characteristic function of I. Then
EW (ξI)ϕ = ϕ. Conversely, let S(V )H = H. We can construct an open compact sub-
group I of V such that W (x)ϕ = ϕ for all ϕ ∈ H and x ∈ I as follows: Let ϕ ∈ H. Then
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ϕ can be written as ϕ =
∑

iEW (fi)ϕi. Then, using the linearity of W , (3.2.2) and the
Weyl relation (3.1.2), we have

W (x)ϕ = W (x)
∑

i

EW (fi)ϕi =
∑

i

W (x)EW (fi)ϕi =
∑

i

W (x)
∫

V

fi(y)W (y)ϕi dy

=
∑

i

∫
V

fi(y)W (x)W (y)ϕi dy =
∑

i

∫
V

fi(y)χp(B(x, y)/2)W (x+ y)ϕi dy

=
∑

i

∫
V

fi(t− x)χp(B(x, t)/2)W (t)ϕi dt.

Since fi is Schwarz-Bruhat function, there exists a positive integer m sufficiently large such
that suppfi ⊂ p−mX0 and for any t ∈ suppfi, fi(t − x) = fi(t), |x|p ≤ p−m, where X0

is a Zp-span of the symplectic basis of V . Let I = pmX0. Then I is an open compact
subgroup of V and by (3.1.1) B(x, t) ∈ Zp for all t and x. Thus we have W (x)ϕ = ϕ for
all ϕ ∈ H and x ∈ I.

Let I be an open compact subgroup of V . Then I ∩ X0 is also an open compact
subgroup of V . Let O = {I ∩X0 : I is an open compact subgroup of V } and Y ∈ O, and
let ξY = volume(Y )−1× characteristic function of Y . Then ξY is an idempotent in S(V )
and S(Y ) = ξY ∗̂S(V )∗̂ξY is an associative C-algebra with the unit element ξY . Let l(x)
and r(x) be a translations of S(V ) given by

(3.2.3) l(x)f(y) = χp(B(x, y)/2)f(y − x), r(x)f(y) = χp(B(x, y)/2)f(y + x).

The following is easily proved.

Proposition 3.2.4. We have the following properties:

(i) W (x)EW (f) = EW (l(x)f) for all x ∈ V and f ∈ S(V ).

(ii) f ∗̂(l(x)g) = (r(−x)f)∗̂g, (r(x)f)∗̂g = f ∗̂(l(−x)g) for all f, g ∈ S(V ).

(iii) l(x)(f ∗̂g) = (l(x)f)∗̂g, r(x)(f ∗̂g) = f ∗̂(r(x)g) for all f, g ∈ S(V ).

(iv) l(x)ξY = r(x)ξY = ξY for all x ∈ Y .

By (iv) of Proposition 3.2.4, S(Y ) is the space of elements f of S(V ) such that l(x)f =
r(x)f = f for all x ∈ Y . Clearly, the image EW (ξY )H coincides with the subspace HY of
Y -invariant vectors in H. It follows, in particular, that for any exact sequence of S(V )-
modules 0 → H1 → H2 → H3 → 0 the sequence 0 → HY

1 → HY
2 → HY

3 → 0 is also
exact.

Let HW (Y ) = {ϕ ∈ H : W (−y)ϕ = ϕ ∀y ∈ Y }. Then the kernel of EW (ξY ) is the
space H(Y ) spanned by all vectors of the form W (y)ϕ − ϕ, y ∈ Y, ϕ ∈ HW (Y ). For
it is clear that EW (ξY )|H(Y ) = 0 and that Y act trivially on H/H(Y ) since H/H(Y ) ∼=
Im(EW (ξY )) = HY , so that EW (ξY ) is the identity map on H/H(Y ).
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Theorem 3.2.5. Let (H,W ) be a Weyl system on (V,B). Then (H,W ) is irreducible if

and only if for any open compact subgroup Y ∈ O of V either HY = 0 or (HY ,W ) is

irreducible.

Proof. Suppose that for any open compact subgroup Y ∈ O of V , HY �= 0 and (HY ,W )
is reducible. Then there exists a non-trivial S(Y )-submodule a of HY that is invariant
with respect to the action of the operators W (x), x ∈ V . Let b be a S(V )-submodule of
H generated by a. Since a ⊂ b, b is non-trivial. Every ϕ ∈ b is represented in the form

ϕ =
s∑

i=1

EW (fi)ai +
t∑

j=1

njbj (s, t ∈ N, fi ∈ S(V ), ai, bj ∈ a, nj ∈ Z).

Then, using (i) of Proposition 3.2.4, we have for x ∈ V ,

W (x)ϕ =
s∑

i=1

W (x)EW (fi)ai +
t∑

j=1

njW (x)bj =
s∑

i=1

EW (l(x)fi)ai +
t∑

j=1

njW (x)bj .

Since l(x)fi ∈ S(V ) and W (x)bj ∈ a, W (x)ϕ ∈ b. Hence (H,W ) is reducible. Conversely,
suppose that b ⊂ H is a non-trivial S(V )-submodule of (H,W ). For any open compact
subgroup Y ∈ O of V , the sequence 0 → bY → HY → (H/b)Y → 0 is exact. Hence for
Y ∈ O with (H/b)Y �= 0, bY is a non-trivial S(Y )-submodule of HY .

Let (H,W ) be an algebraic Weyl system on (V,B) and H∗ = HomC(H,C) the dual
space of H. We define a Weyl system (H∗,W ∗) on (V,B) by

(3.2.4) 〈ϕ,W ∗(x)ϕ∗〉 = 〈W (−x)ϕ,ϕ∗〉,

for x ∈ V, ϕ ∈ H, ϕ∗ ∈ H∗ and 〈, 〉 is the natural pairing between H and H∗. This
Weyl system (H∗,W ∗) is not algebraic, so we take its algebraic part. More precisely, let
H∗

al =
⋃

Y ∈O(H∗)Y and W ∗
al(x) = W ∗(x)|H∗

al
, x ∈ V . Then (H∗

al,W
∗
al) is an algebraic

Weyl system on (V,B). Clearly, 〈ϕ,EW∗
al

(f)ϕ∗〉 = 〈EW (f̃)ϕ,ϕ∗〉 for f ∈ S(V ) where
f̃(x) = f(−x).
Proposition 3.2.6. Let (H,W ) be an admissible Weyl system on (V,B). Then we have:

(i) (H∗
al,W

∗
al) is also admissible.

(ii) (H,W ) is irreducible if and only if (H∗
al,W

∗
al) is.

Proof. (i) We show that for all Y ∈ O, (H∗
al)

Y is finite dimensional. Let ϕ∗ ∈ (H∗
al)

Y .
Then we have for ϕ ∈ H,

〈ϕ,ϕ∗〉 = 〈ϕ,EW∗
al

(ξY )ϕ∗〉 = 〈EW (ξ̃Y )ϕ,ϕ∗〉 = 〈EW (ξY )ϕ,ϕ∗〉.
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This show that (H∗
al)

Y = (HY )∗. I.e. (H∗
al)

Y is finite dimensional, since (H,W ) is an
admissible.
(ii) If a is a non-trivial S(V )-submodule of H, then a⊥ = {ϕ∗ ∈ H∗

al : 〈a, ϕ∗〉 = 0} is a
non-trivial S(V )-submodule of H∗

al. Hence (H∗
al,W

∗
al) is reducible. The converse follows

from that H → (H∗
al)

∗
al is an isomorphism, i.e., (W ∗

al)
∗
al = W .

Proposition 3.2.7 (Schur’s Lemma). If (H,W ) is an irreducible Weyl system on (V,B),
then D = HomS(V )(H,H) is a division ring. In other words, D = C, i.e., if φ : H → H is

a S(V )-module homomorphism, then φ is a scalar multiple of the identity morphism.

Proof. Clearly, any non-zero φ ∈ D is bijective, hence is invertible. Consequently, every
non-zero element of D is a unit and thus D is a division ring. Also, if φ is not a scalar
multiple of the identity map Id, then φ− λ · Id is invertible for any λ ∈ C. Let 0 �= ϕ ∈ H.
If a sequence (φ− λ1 · Id)−1ϕ, (φ− λ2 · Id)−1ϕ, · · · , for λi ∈ C distinct, of elements in H is
linearly dependent, then there exists a sequence z1, z2, · · · of elements in C such that not
all the zi, say z1 and z2, are equal to 0 and z1(φ − λ1 · Id)−1ϕ + z2(φ − λ2 · Id)−1ϕ = 0.
It implies (z1 + z2)

(
φ− λ1+λ2

z1+z2
· Id

)
ϕ = 0, which contradicts the fact that φ − λ · Id is

invertible for any λ ∈ C. Thus (φ − λ · Id)−1ϕ (λ ∈ C) are linearly independent. But,
indeed, by (iii) of Theorem 3.1.1 H is spanned by W (α)ϕ0, α ∈ J0, which is countable. So
H can not contain uncountable many linearly independent vectors. Therefore φ is a scalar
multiple of the identity morphism.

3.3. Application. In this section, using Theorem 3.2.5 we give another proof of the
Stone-Von Neumann Theorem of p-adic Heisenberg group.

The Stone-Von Neumann Theorem. Heisenberg group N = N(V,B) of a p-adic
smplectic space (V,B) is the set of pairs (t, x) ∈ Qp × V with the multiplication law

(t, x) · (t′, x′) = (t+ t′ +B(x, x′)/2, x+ x′),

and it satisfies an exact sequence 0 −→ Qp
ι−→ N(V,B) κ−→ V −→ 0, where ι and κ are

given by ι(t) = (t, 0) and κ(t, x) = x, respectively.
The group Im(ι) = {(t, 0) : t ∈ Qp} is the center and the commutator subgroup of N .

Thus a character η of Im(ι) is given by the formula η(ι(t)) = χp(λt) for some λ ∈ Qp.
From now we assume λ = 1. Let � be a Lagrangian subspace of V . Then L = Qp× � is an
abelian subgroup of N , and there exists a unique character ω of L such that ω induces η
on Im(ι) and ω induces the identity map on �. Explicitly, such ω is given by

(3.3.1) ω(t, x) = χp(t) (t ∈ Qp, x ∈ �).

We denote by (Hω, Tω) = Ind(N,L;ω) the unitary representation of N induced by the
character ω of L. Hence, the Hilbert spaceHω is the completion of the space of all functions
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ϕ : N → C such that

(3.3.2) ϕ(nh) = ω−1(h)ϕ(n) (n ∈ N, h ∈ L),

(3.3.3) ϕ ∈ L2(N/L) for the Haar measure dṅ on N/L,

and the unitary operator Tω(n0) on Hω (n0 ∈ N) is the left multiplication of n−1
0 :

(3.3.4) (Tω(n0)ϕ)(n) = ϕ(n−1
0 n).

We have the Stone-Von Neumann Theorem in our case:

Theorem 3.3.1 (The Stone-Von Neumann Theorem).

(a) (Hω, Tω) is an irreducible unitary representation of N .

(b) For any Hilbert space H, every unitary representation (H,T ) of N satisfying

(3.3.5) T (t, 0) = χp(t) · IdH for (t, 0) ∈ Im(ι)

is a multiple of Tω.

Remark. It can be seen from [Per 81, pp. 371–372] that the Stone-Von Neumann Theorem
is connected with Weil [Wei 64] as follows: If V = �⊕ �′ is a decomposition of (V,B) into
a sum of two Lagrangian subspaces, then we can define a map

Hω � ϕ �−→ ϕ|�′ ∈ L2(�′).

This is an intertwining unitary operator for the unitary representation (Hω, Tω) and the
irreducible unitary representation (L2(�′),Φ) of N , where Φ is given by

(Φ(t, x)f)(v∗) = η(t+ 〈u, v∗〉 − 〈u, u∗〉/2)f(v∗ − u∗)

for x = (u, u∗) ∈ V and f ∈ L2(�′) if �′ ∼= �∗ (Pontrjagin dual of �) and 〈 , 〉 is the canonical
bilinear form on V ,

Let us consider also the subgroup ∆ = {(t, 0) : t ∈ Zp} of the center Im(ι) of N . Thus
all unitary representations of N satisfying (3.3.5) are trivial on ∆. Hence we may consider
them as representations of Ñ = N/∆. We can identify Ñ with C×

1 ×V via (t, x) �→ (α, x).
Then the multiplication law of Ñ is given by

(3.3.6) (α, x) · (β, y) = (αβχp(B(x, y)/2), x+ y).
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We call Ñ the p-adic Heisenberg group of (V,B). The center C(Ñ) of Ñ consists of the
elements

C(Ñ) = {(α, 0) : α ∈ C×
1 } � C×

1

is a subgroup of the commutative group L̃. Let ω′ be a character of L̃ extending the
character (α, 0) �→ α of the subgroup C(Ñ). We can consider ω′ as a character of L
satisfying (3.3.1).

Remark. If (H,W ) is a Weyl system on (V,B), then the family of operators T (t, x) =
χp(t)W (x), (t, x) ∈ N (resp. T̃ (α, x) = αW (x), (α, x) ∈ Ñ), forms an unitary representa-
tion of N (resp. Ñ) on H. Conversely, if T (t, x), (t, x) ∈ N (resp. T̃ (α, x), (α, x) ∈ Ñ), is
some unitary representation of N (resp. Ñ) on the Hilbert space H satisfying the condition
T (t, 0) = χp(t) · IdH (resp. T̃ (α, 0) = α · IdH), then the pair (H,W ), W (x) = χp(−t)T (t, x)
(resp. W (x) = T̃ (1, x)), x ∈ V , is a Weyl system on (V,B).

Another proof of the Stone-Von Neumann Theorem. Let (Hω, Tω) be the unitary
representation of the Heisenberg group N . Each element of the Heisenberg group N is
written uniquely as (t, x) = (0, x) · (t, 0). Hence, if ϕ ∈ Hω, (3.3.2) implies ϕ(t, x) =
ϕ((0, x) · (t, 0)) = χp(−t)ϕ(0, x). Thus ϕ is determined by its restriction to V . Hence the
mapping

Hω � ϕ R�−→ ϕ|V ∈ L2(V )

is an intertwining unitary operator. The unitary representation T̃ (n) = RTω(n)R−1 acts
on L2(V ) by the following formula: For n = (t, x) ∈ N ,

(T̃ (t, x)ϕ|V )(y) = RTω(t, x)ϕ(0, y) = Rϕ((−t,−x) · (0, y))
= Rϕ(−t−B(x, y)/2, y − x)
= Rϕ((0, y − x) · (−t−B(x, y)/2, 0))

= χp(t)χp(B(x, y)/2)ϕ|V (y − x).

Let W (x) = χp(−t)T̃ (t, x). It does not depend on t and satisfies the Weyl relation
(3.1.2). Thus (L2(V ),W ) is a Weyl system on (V,B). In particular, if ϕ|V ∈ L2(V0), then
(L2(V ),W ) = (L2(V0), W̃ ) is an irreducible Weyl system on (V,B) (see Example 3.2.4).
To complete proof, we must show that (L2(V ),W ) is an irreducible. Let H = L2(V ) and
Y ∈ O. Then HY = S(Y ) �= 0, since l(x)ϕ = ϕ = W (x)ϕ for all x ∈ Y . Let f0 be a
vaccum vector of (S(Y ),W ). Then we have for x ∈ V0 and y ∈ V ,

f0(y) = W (x)f0(y) = χp(B(x, y)/2)f0(y − x).

Since f0 ∈ S(Y ), for any point y ∈ V there exists an integer m such that f0(y − x) =
f0(y), |x|p ≤ pm. Thus suppf0 ⊂ Br = {x ∈ V : |x|p ≤ pr}, r = min{0,m} and
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f0(y) ≡ constant, y ∈ Br. Therefore f0(y) = c · Ω (p−r|x|p) , c ∈ C. It follows from (ii)
of Theorem 3.1.1 and Theorem 3.2.5 that (L2(V ),W ) is an irreducible Weyl system on
(V,B).

3.4. A Weyl system depending a selfdual Zp-lattice and a Qp-valued function.
Let L be a lattice in (V,B). The dual lattice L∗ is defined by

(3.4.1) L∗ = {x ∈ V : B(x, y) ∈ Zp for all y ∈ L} .
If L = L∗, then L is called selfdual. From now we consider only case where L is a selfdual
lattice. We consider a commutative subgroup Γ = {(t, x) : t ∈ Qp, x ∈ L} of N . Let
Γ̃ be the image of the group Γ in Ñ . The fact that the lattice L is selfdual is equivalent
to the fact that Γ̃ is a maximal commutative subgroup of Ñ . Let τ be a character of
Γ̃ extending the character (α, 0) �→ α of the subgroup C×

1 . By the Stone-Von Neumann
Theorem, (Hτ , Tτ ) = Ind(N,Γ; τ) is an irreducible unitary representation of N .

Theorem 3.4.1 (cf. [LV 80, p. 143]). There exists a canonical isomorphism Θτ
L,� between

Hω and Hτ intertwining the representations Tω and Tτ :

(3.4.2) (Θτ
L,�ϕ)(n) =

∑
x∈L/(L∩�)

τ(x)ϕ(n · (0, x)).

For any ϕ ∈ Hτ , x ∈ V and y ∈ L, we have

ϕ(0, x+ y) = ϕ((0, x) · (−B(x, y)/2, y)) = τ−1(−B(x, y)/2, y)ϕ(0, x)

= χp(B(x, y)/2)τ−1(0, y)ϕ(0, x).

Let H(L, σ) be the Hilbert space obtained by completing the space of continuous func-
tions f : V → C satisfying the following two conditions

(3.4.3) f(x+ y) = χp(B(x, y)/2− σ(y))f(x) (x ∈ V, y ∈ L),

where σ is a Qp-valued function on V satisfying (σ(x+ y)− σ(x)− σ(y))/pn ∈ Zp;

(3.4.4) f ∈ L2(V/L) for the Haar measure dẋ on V/L.

We define a unitary operators WL,σ(x) by

(3.4.5) WL,σ(x)f(y) = χp(B(x, y)/2− σ(x))f(y − x), y ∈ V, f ∈ H(L, σ).

Example 3.4.2. The pair (H(L, σ),WL,σ) is a Weyl system over (V,B). Indeed, the
unitarity of the WL,σ(x) is obvious. It is sufficient to check the Weyl relation. We have

WL,σ(x)WL,σ(y)f(z) = WL,σ(x)χp(B(y, z)/2− σ(y))f(z − y)
= χp(B(x, z)/2− σ(x))χp(B(y, z − x)/2− σ(y))f(z − x− y)
= χp(B(x, y)/2)χp(B(x+ y, z)/2− σ(x)− σ(y))f(z − (x+ y))

= χp(B(x, y)/2)χp(B(x+ y, z)/2− σ(x+ y))f(z − (x+ y))

= χp(B(x, y)/2)WL,σ(x+ y)f(z).
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Theorem 3.4.3. The Weyl system (H(L, σ),WL,σ) is irreducible if and only if σ(L) ⊂ Zp.

Proof. Let H0 be the vacuum subspace of (H(L, σ),WL,σ), and let f0 ∈ H0 (by Theorem
3.1.1, such a vector exists). Then, using (3.1.3) and (3.4.5) we obtain

f0(x) = WL,σ(z)f0(x) = χp(B(z, x))f0(x) for z ∈ L.

Thus it satisfies supp f0 ⊂ {x ∈ V | χp(B(z, x)) = 1 ∀z ∈ L} = L. By (3.4.3), we have
f(x+ y) = χp(−σ(y))f(x). Thus

(H(L, σ),WL,σ) is irreducible

⇐⇒ the vacuum subspace H0 is one-dimensional

⇐⇒ f(x) ≡ constant, x ∈ L

⇐⇒ σ(L) ⊂ Zp.

Remark. (i) We denote by (H(L),WL) the irreducible Weyl system of Theorem 3.4.3.
Then an irreducible unitary representation of the Heisenberg group Ñ ∼= C×

1 × Q2n
p is

defined as a pair (H(L), TL), where TL(α, x) = αWL(x). This representation is a p-adic
analogue of the Cartier representation [Car 64] of the real Heisenberg group.

(ii) For the Heisenberg group Ñ ∼= C×
1 × V of a p-adic symplectic space (V,B) of

arbitrary dimension, L-representation corresponding Weyl L-system, which is analogues of
Fock representations of commutation relations, was constructed by Zelenov [Zel 94b].

§4. Supplementary note on quantum mechanics

with non-Archimedean number fields

4.1. Notations. Throughout this chapter, K is a complete field with a non-trivial n.a.
valuation | · |K and char(K) = 0. Let a ∈ K and r ∈ R>0. The open disc (resp. closed
disc) of radius r with centre a is

Ba(r−) = {x ∈ K : |x− a|K < r} (resp. Ba(r) = {x ∈ K : |x− a|K ≤ r}).

We denote by r(K) = B0(1)/B0(1−) and |K×| = {|a|K : a ∈ K×} the residue class field
of K and the value group of K, respectively. The following elementary result of the n.a.
analysis will be useful below: a series

∑
an, an ∈ K, converges if and only if |an|K → 0

as n → 0. Using the definition of the n.a. valuation, we get |n|K ≤ 1 for n ∈ N and the
sequence |n!|K is decreasing. Thus we assume that there is an estimate

(4.1.1) 1/|n!|K ≤ r(K)n (n ∈ Z, r(K) ∈ R>1).
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This estimate holds for the field Qp (i.e., r(Qp) = p
1

p−1 ) and its finite extensions.
Let us suppose that quadratic equation x2 − τ = 0, τ ∈ K, has no solution in the field

K. Denote by Zτ the quadratic extension K(
√
τ) of K. The elements of Zτ are represented

as z = x+
√
τy, x, y ∈ K, the conjugate of z is given by z = x−√τy and the extension of

the n.a. valuation to Zτ is defined by |z|K =
√| |z|2 |K , where |z|2 = zz = x2 − τy2 ∈ K

denotes the square of the length of z ∈ Zτ . We remark that it is impossible to define the
length |z| in K for all z ∈ Zτ .

Consider a n-dimensional space Kn of points x = (x1, x2, · · · , xn), xj ∈ K. Kn is a n.a.
K-Banach space by the pointwise operations and the n.a. norm ||x||K = max1≤j≤n|xj |K .

Let α = (α1, α2, · · · , αn) ∈ Nn
0 . We will signify by Dαf(x) the derivative of the function

f(x) of order |α| = α1 + α2 + · · ·+ αn,

Dαf(x) = f (α)(x) =
∂αf(x)
∂xα

=
∂|α|f(x1, x2, · · · , xn)
∂xα1

1 ∂xα2
2 · · · ∂xαn

n
, D0f(x) = f(x).

We also use the following abbreviations: for β = (β1, β2, · · · , βn) ∈ Nn
0 ,

∞∑
|α|=0

=
∞∑

α1=0

· · ·
∞∑

αn=0

,

|β|∑
|α|=0

=
β1∑

α1=0

· · ·
βn∑

αn=0

,

(
α
β

)
=
(
α1

β1

)
· · ·

(
αn

βn

)
,

fα = fα1,··· ,αn
, xα = xα1

1 · · · xαn
n , α! = α1! · · ·αn!,

where
(
αj

βj

)
= αj(αj−1)···(αj−βj+1)

βj !
.

4.2. The test function spaces and their duals. Raghunathan [Rag 68] investigated
the topological properties of the space of all K-valued sequences a = (a0, a1, · · · ) for which

limn→∞ |an|
1
n

K = 0. This space correspond to the space of entire functions x �→∑∞
n=0 anx

n

on K. Also he, in [Rag 69], showed that its dual space may be identified with the space
of all germs of power series functions. Its ideal structure was studied in [Sri 73]. In this
section, more generally, we shall focus our attention mainly on the space of entire functions
with several variables. Since the proofs of [Rag 68, 69] can be translated in our case in the
obvious manner, we stated same results without proof.

A function f : Kn → K is said to be an entire if the series

(4.2.1) f = f(x) =
∞∑

|α|=0

fαx
α (fα ∈ K)

converges for all x ∈ Kn, or equivalently (cf. [Bru 63, p. 114]), if lim|α|→∞|fα|
1

|α|
K = 0. Let

A1 = A(Kn,K) be the family of all entire functions f over Kn. Clearly, A1 is a K-vector
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space by (f1 + f2)(x) = f1(x) + f2(x), (af)(x) = af(x). For each f ∈ A1, we define

||f || = sup
{
|f0|K , |fα|

1
|α|
K : |α| ≥ 1

}
. This real valued function || · || has the following

properties:

(4.2.2a) ||f || ≥ 0 and ||f || = 0 if and only if f = 0, where

f =
∞∑

|α|=0

fαx
α = 0⇐⇒ fα = 0 for every |α| ≥ 0.

(4.2.2b) ||f + g|| ≤ max(||f ||, ||g||).
(4.2.2c) ||af || ≤ max(1, |a|K)||f || (a ∈ K).

It follows from (4.2.2) that ρ(f, g) = ||f−g|| defines a topology in A1. We denote by Tρ the
metric ρ-topology on A1. As is shown in [Rag 68], (A1, Tρ) is a complete, non-normable
linear metric space over K and totally disconnected.

Let R ∈ |K×|. By KR{X}(= KR{X1, · · · ,Xn}) we denote the set of all formal power
series f =

∑∞
|α|=0fαX

α for which lim|α|→∞|fα|KR|α| = 0. This KR{X} is a subring of
K[[X]]. Define

(4.2.3) ||f ||R = supα|fα|KR|α|

f =
∞∑

|α|=0

fαX
α ∈ KR{X}

 .

For all f, g ∈ KR{X} we have ||f ||R > 0 if and only if f �= 0, ||f+g||R ≤ max{||f ||R, ||g||R}
and ||fg||R = ||f ||R||g||R. Also, KR{X} is metrically complete. Thus KR{X} is the n.a.
K-Banach algebra. Let VR = {x ∈ Kn : ||x||K ≤ R} be the ball in the space Kn. Every
f ∈ KR{X} induces a bounded continuous function Gf : SpKR{X} → Kn by

Gf (ϕ) = ϕ(f) (ϕ ∈ SpKR{X}),

where SpKR{X} is the spectrum of KR{X} (i.e., the set of all nonzero algebra homomor-
phisms KR{X} → Kn) and G (resp. Gf ) is called the Gelfand transformation of KR{X}
(resp. the Gelfand transform of f). Since K[X] is a dence subset of KR{X}, GX is an
injection. As ||X||R = R we see that the range of GX is contained in VR. Conversely,
every x ∈ VR determines an element ϕ of SpKR{X} for which ϕ(X) = x by the formula
ϕ
(∑∞

|α|=0fαX
α
)

=
∑∞

|α|=0fαx
α. Thus, we have a bijection SpKR{X} → VR. It is easy

to see that this bijection is a homeomorphism. In the sequel we identity ϕ with ϕ(X),
SpKR{X} with VR and the Gelfand transform of f =

∑∞
|α|=0fαX

α with the function
x �→∑∞

|α|=0fαx
α on VR.

A function f : VR → K is called analytic if there exist fα’s in K such that f(x) =∑∞
|α|=0fαx

α for all x ∈ VR. Then clearly lim|α|→∞|fα|KR|α| = 0 and f is bounded and
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continuous. As in the Archimedean theory, the sum and product of analytic functions
are analytic. Thus, the analytic functions on VR form a subalgebra A(VR,K) of the
commutative n.a. K-Banach algebra BC(VR,K) of the bounded continuous functions
VR → K with respect to the sup-norm || · ||∞ given by

||f ||∞ = sup{|f(x)|K : x ∈ VR}.

Theorem 4.2.1 (cf. [Van 78, Theorem 6.32]). The Gelfand transformation

KR{X} �
∞∑

|α|=0

fαX
α →

∞∑
|α|=0

fαx
α ∈ A(VR,K)

is an isometry if and only if K is not locally compact. Namely, if K is not locally compact,

then A(VR,K) is a commutative n.a. K-Banach algebra with respect to the n.a. norm

|| · ||R given by (4.2.3).

We have A1 =
⋂

R∈|K×|A(VR,K) as set. If R < R1 (R,R1 ∈ |K×|), then ||f ||R ≤
||f ||R1 , A(VR1 ,K) ⊂ A(VR,K) and the canonical injection A(VR1 ,K) → A(VR,K) is
linear continuous map. Hence the natural topology on A1 is the projective limit topology
TP . I.e. TP is the weakest locally convex topology which makes all the canonical injections
A1 → A(VR,K) continuous (for a general properties of the locally convex spaces we refer
to [Mon 59]):

(4.2.4) (A1 = projlimR→∞A(VR,K), TP ) .

It is also given by the invariant (n.a.) metric d defined by

(4.2.5) d(f, g) = supj≥1
1
2j

||f − g||Rj

1 + ||f − g||Rj

(f, g ∈ A1 and Rj ∈ |K×|),

where {Rj} is an increasing sequence such that limj→∞Rj =∞ (cf. [Mon 70, pp. 32–33]).

Proposition 4.2.2. The projective limit topology TP and the metric ρ-topology Tρ on

A1 are equivalent.

Proof. Let {fi}, where fi is given by

(4.2.6) fi(x) =
∞∑

|α|=0

fi,αx
α (fi,α ∈ K),

be any sequence in A1 such that fi → f in Tρ. If f is given by (4.2.1), then for each
η > 0, there exists a n0 = n0(η) such that |fi,0 − f0|K ≤ η and |fi,α − fα|K ≤ η|α| for
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all i ≥ n0 and |α| ≥ 1. Therefore, for given ε > 0 and each R ∈ |K×| choosing η such
that η|α|R|α| < ε and 0 < η ≤ ε, we have ||fi − f ||R ≤ supα{η, η|α|R|α|} < ε for all
i ≥ n0 and each R ∈ |K×|. Thus fi → f under each norm || · ||R and hence fi → f in
TP . Conversely, let fi → f in TP . Then fi → f under each norm || · ||R. Thus, for each
R ∈ |K×|, there exists a N0 = N0(R) such that ||fi − f ||R < 1 for all i ≥ N0, which
implies |fi,α − fα|K < R−|α| for all i ≥ N0 and |α| ≥ 0. Let ε > 0 be given. Since K is
non-trivial valued field, there exists M ∈ |K×| such that M ≤ R, M−1 < ε. Then we have
||fi − f || < ε for all i ≥ N0. Thus fi → f in Tρ.

Every polynomial is of course an entire function and many exotic looking functions (from
the Archimedean point of view) such as f(x) =

∑∞
n=0(n!)n!xn and f(x) =

∑∞
n=0 π

n2
xn

(π ∈ K with |π|K < 1), are entire functions. But ex, sinx, cosx, sinhx and coshx converges
for x ∈ B0(r−), where r = p−1/(p−1) if char(r(K)) = p and r = 1 if char(r(K)) = 0; and
log(1 + x), arctanx converges for x ∈ B0(1−) (cf. [Sch 84, 25.6 and 25.7]). So, in contrast
to the complex case, all these elementary functions are not entire but analytic at zero,
where the definition of analytic at zero was introduced by Khrennikov [Khr 90a, 90b, 91,
92, 95] as follows:

Definition 4.2.3 (cf. [Khr 92, p. 763]). A function f : Kn → K is said to be analytic at
zero if there exists R ∈ |K×| such that f ∈ A(VR,K). The space of functions analytic at
zero, A0 =

⋃
R∈|K×|A(VR,K) (as set), is provided with the inductive limit topology TI of

the K-Banach spaces A(VR,K):

(4.2.7) (A0 = indlimR→0A(VR,K), TI) .

We denote by A′
i, i = 0, 1, the set of K-linear continuous functionals on Ai. A′

i is called
the dual of the space Ai.

Theorem 4.2.4. Every functional ϕ ∈ A(VR,K)′ (resp. ϕ ∈ A′
1) is of the form

(4.2.8) ϕ(f) =
∞∑

|α|=0

fαϕα, f =
∞∑

|α|=0

fαx
α ∈ A(VR,K) (resp. f ∈ A1),

where ϕα ∈ K, if and only if
{|ϕα|K/R|α|} (resp.

{
|ϕα|

1
|α|
K

}
) is bounded as |α| → ∞.

And we have A′
1 =

⋃
R∈|K×|A(VR,K)′ as set.

Proof. Suppose ϕ ∈ A(VR,K)′ (resp. ϕ ∈ A′
1) is of the form (4.2.8). Then there exists a

constant M such that |ϕ(f)|K ≤M ||f ||R (cf. [Mon 46, Theorem 9 and 10]). Let ϕ(xα) =

ϕα. Then |ϕα|K ≤MR|α| (resp. |ϕα|
1

|α|
K ≤M 1

|α|R). Thus
{|ϕα|K/R|α|} (resp.

{
|ϕα|

1
|α|
K

}
)
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is bounded sequence. Conversely, if
{|ϕα|K/R|α|} is bounded, then ϕ, given by (4.2.8),

is well-defined and linear. Now |ϕ(f)|K ≤ supα|fα|K |ϕα|K ≤ N ||f ||R for some N and all
f ∈ A(VR,K). Hence ϕ is continuous on A(VR,K) and thus ϕ ∈ A(VR,K)′.

On the other hand, suppose
{
|ϕα|

1
|α|
K

}
is bounded and f =

∑∞
|α|=0fαx

α ∈ A1. Then

we can find N0 such that |ϕ0|K ≤ N0 and |ϕα|K ≤ N
|α|
0 for |α| ≥ 1. Since |fα|

1
|α|
K → 0,

we can find n0 such that |fα|K ≤ ( 1
2N0

)|α| for |α| ≥ n0. Hence |fαϕα|K ≤ (1/2)|α| for
|α| ≥ n0. Therefore ϕ, given by (4.2.8), is well-defined and linear. Let fi → 0 in A1 and
fi given by (4.2.6). Given ε > 0 choose η such that η|α|N |α|

0 < ε. Since fi → 0, we can
find j such that ||fi|| ≤ η for i ≥ j. So |ϕ(fi)|K ≤ supα(ηN0)|α| ≤ ε for i ≥ j. Thus ϕ is
continuous on A1 and thus ϕ ∈ A′

1.
Nextly, for each R ∈ |K×|, if ϕ is continuous on (A(VR,K), TR), where TR is a topology

induced by || · ||R, then ϕ is continuous on (A1, TP ). Thus
⋃

R∈|K×|A(VR,K)′ ⊂ A′
1. To

prove the reverse inclusion, let ϕ ∈ A′
1. Then there exists a real number M > 0 such

that |ϕα|K ≤ M |α|, |α| ≥ 1. Since K is non-trivial, we can find R ∈ |K×| such that
0 < M ≤ R. Thus |ϕα|K ≤ R|α|, |α| ≥ 1. Hence (|ϕα|K/R|α|) is bounded and thus
ϕ ∈ A(VR,K)′. Therefore A′

1 ⊂
⋃

R∈|K×|A(VR,K)′.

For R < R1 < · · · and f =
∑∞

|α|=0fαx
α ∈ A(VR,K), we have

A(VR,K)′
ϕR←− B(R) = {λ = (λα) ∈ K∞ : sup|λα|K/R|α| <∞} ⊂ B(R1) ⊂ · · ·

∪ ∪ · · ·
A(V 1

R
,K)

φR−→ A(R) = {λ = (λα) ∈ K∞ : lim
|α|→∞

|λα|K/R|α| = 0} ⊂ A(R1) ⊂ · · · ,

where ϕR and φR are isomorphisms of K-vector spaces which are, respectively, given by

ϕR(λ)(f) =
∞∑

|α|=0

fαλα, φR(f) = (fα).

Proposition 4.2.5.
⋃

R∈|K×|B(R) =
⋃

R∈|K×|A(R).

Proof. Choose R and take any R1 > R. Then B(R) ⊂ A(R1) since |fα|K/R|α|
1 =

|fα|K/R|α|(R/R1)|α|. Then, for R < R1 < R2 < · · · we obtain

B(R) ⊂ A(R1) ⊂ B(R1) ⊂ A(R2) ⊂ B(R2) ⊂ · · ·

and the result.

Consequently, we have an one-to-one correspondence between A′
1 and

⋃
R∈|K×|A(V 1

R
,K).

I.e. we can regard A′
1 as the space of all power series with positive radius of convergence
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at zero and it can be topologized by a metric induced by the valuation defined as

||ϕ|| = sup
{
|ϕ0|K , |ϕα|

1
|α|
K : |α| ≥ 1

}
(ϕ ∈ A′

1),

which coincides with that of A1 when restricted to A1 because that A1 is the unique
maximal metric vector subspace of A′

1.

Theorem 4.2.6. Let s(A′
i,Ai), i = 0, 1, be the strong topology of A′

i. Then we have:

(1) Ai are complete and reflexive.

(2) (A′
1, s(A′

1,A1)) = (A0, TI) and (A′
0, s(A′

0,A0)) = (A1, TP ).

Proof. If K is spherically complete with respect to | · |K , then by [Mor 81, Lemma 3.5],
the image by the canonical injection A(VR1 ,K)→ A(VR,K) (R < R1) of the unit ball of
A(VR1 ,K) is c-compact. Hence it follows from [Mor 81, Theorem 3.3 and Theorem 3.4]
that we have the theorem. On the other hand, let K be not spherically complete and
b ∈ K with |b|K = R. Then the map

∞∑
|α|=0

fαx
α �−→ (f0, fα(1)b

1, fα(2)b
2, fα(3)b

3, · · · ),

where fα(d) ∈ K is the coefficient of the monomial xα of degree d, induce isometry
A(VR,K) ∼→ c0. Hence A(VR,K) is of countable type and reflexive (cf. [Van 78, Corol-
lary 4.18]). Since A1 contains all finite sums of the form

∑∞
|α|=0fαx

α, the image of the
canonical injection A1 → A(VR,K) is dense for each R. Put ∞∑

|α|=0

fαx
α,

∞∑
|β|=0

gβx
β


R

=
∞∑

|α|+|β|=0

fαgβ .

Then ( , )R : A(VR,K)×A(V 1
R
,K)→ K is a nondegenerate bicontinuous bilinear form and

A(VR,K) and A(V 1
R
,K) become mutually K-Banach dual spaces with respect to ( , )R.

Hence by [SM 86, 1. Duality Theorem] theorem holds.

Here after, we consider the complete n.a. locally convex spacesAi, i = 0, 1, as the spaces
of test functions (i.e., the spaces of the locally constant functions with compact support)
and their dual spaces A′

i as the spaces of generalized functions (i.e., the linear sets with
weak convergence). We denote by 〈f, ϕ〉 the effect of the generalized function ϕ over the
test function f . An example of a member of A′

i is the (Dirac) delta functional at the point
y ∈ Kn. It is denoted by δ(x − y) and defined on Ai by 〈f(x), δ(x − y)〉 = f(y). The
partial differential operator ∂

∂xj
is a continuous linear mapping of A(VR,K) into A(VR,K),
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as well as of Ai into Ai. Indeed, for any f ∈ A(VR,K), we have || ∂f
∂xj
||R ≤ R−1||f ||R. If

f ∈ Ai then f (α) is again in Ai (cf. [Van 78, p. 230]). Then for ϕ ∈ A′
i we define, as in the

classical case, the |α|th order partial derivative ϕ(α) of ϕ by

(4.2.9) 〈f, ϕ(α)〉 = 〈f (α), ϕ〉 (f ∈ Ai).

Theorem 4.2.7. The spaces A′
i, i = 0, 1, can be explicitly described in the form of the

spaces of infinite-order differential operators with coefficients from the field K.

Proof. Since the sequence {xα} is a Schauder basis for Ai with ||xα||R = R|α| and with
corresponding sequence of coefficient functional {δ(α)/α!}, if ϕ ∈ A′

i, then for all f =∑∞
|α|=0fαx

α ∈ Ai we have

〈f, ϕ〉 = 〈
∞∑

|α|=0

〈f, δ(α)/α!〉xα, ϕ〉 =
∞∑

|α|=0

〈f, δ(α)/α!〉〈xα, ϕ〉.

If the series
∑∞

|α|=0〈xα, ϕ〉δ(α)/α! is TA′
i
-convergent in A′

i where TA′
i

is a topology on A′
i,

then obviously ϕ =
∑∞

|α|=0〈xα, ϕ〉δ(α)/α!. Further it is easy to see that this representation
of ϕ is unique and that the coefficient functional ϕ �→ 〈xα, ϕ〉 is continuous. Thus the
sequence {δ(α)/α!} is a TA′

i
-Schauder basis in A′

i. We give the topology TA′
i

on A′
i as

follows: Let P =
∑∞

|α|=0Pαδ
(α), Pα ∈ K, be an infinite-order differential operator. Then

we have

P =
∞∑

|α|=0

Pαδ
(α) converges in A(VR,K)′

⇐⇒ 〈f, P 〉 =
∞∑

|α|=0

fαPαα! converges in K for all f =
∞∑

|α|=0

fαx
α ∈ A(VR,K)

⇐⇒ supα|Pα|K |α!|K/R|α| <∞.

Let

(4.2.10) Dq =

P =
∞∑

|α|=0

Pαδ
(α) : Pα ∈ K, ||P ||q = supα|Pα|K |α!|Kq−|α| <∞

 .

Then we have

(4.2.11) A′
1 = indlimq→∞Dq, A′

0 = projlimq→0Dq.
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Corollary 4.2.8. For all R ∈ |K×|, we have

|〈f, ϕ〉|K ≤ ||f ||R||ϕ||R (f ∈ Ai, ϕ ∈ A′
i, i = 0, 1).

Proof. Let f =
∑∞

|α|=0fαx
α and ϕ =

∑∞
|β|=0 ϕβδ

(β). Then, by using (4.2.9) and (4.2.10),
we have 〈f, ϕ〉 =

∑∞
|α|=0fαϕαα!. Thus

|〈f, ϕ〉|K ≤ supα|fαϕαα!|K = supα|fα|KR|α||ϕα|K |α!|KR−|α| ≤ ||f ||R||ϕ||R.

4.3. The non-Archimedean Gaussian distributions and the Hilbert spaces. As
usual, it is convenient to use the symbol of an integral to denote the action of a generalized
function on a test function. Also, if not specified otherwise,

∫
will always denote a

∫
Kn .

By the definition, we will use the symbol

〈f, ϕ〉 =
∫
f(x)dϕ(x) (f ∈ Ai, ϕ ∈ A′

i, i = 0, 1).

Definition 4.3.1 (cf. [Khr 92, Definition 1.1]). The (two sided) n.a. Laplace transform
L : A′

0 → A1 of a generalized function µ ∈ A′
0 is defined to be the function

(4.3.1) L(µ)(y) = 〈e(·,y), µ〉 =
∫
e(x,y)dµ(x),

where (x, y) =
∑n

j=1 xjyj , x, y ∈ Kn.

Theorem 4.3.2 (cf. [Khr 92, Theorem 1.2]). The n.a. Laplace transform L : A′
0 → A1

and the adjoint operator L′ : A′
1 → A0 defined by the Parseval’s equality

(4.3.2)
∫
L′(ϕ)(x)dµ(x) =

∫
L(µ)(y)dϕ(y) (µ ∈ A′

0, ϕ ∈ A′
1)

are linear isomorphisms. Moreover, (L′)−1 = (L−1)′.

If f(x) =
∑∞

|α|=0fαx
α ∈ Ai, i = 0, 1, then it is easy to see that for every y ∈ Kn

the function f(x + y), considered as a function in x, is still in Ai. Let ϕ ∈ A′
i, then the

convolution ϕ ∗ f of ϕ and f is defined by

(4.3.3) (ϕ ∗ f)(x) =
∫
f(x+ y)dϕ(y).

It is not hard to see that ϕ ∗ f ∈ Ai whenever f ∈ Ai, ϕ ∈ A′
i. Note that in particular

(δ ∗ f)(x) =
∫
f(x+ y)dδ(y) = f(x). Hence δ ∗ f = f .

If ϕ and ψ are distributions, then the convolution ϕ ∗ ψ is defined by

(4.3.4) 〈f, ϕ ∗ ψ〉 =
∫
f(x)d(ϕ ∗ ψ)(x) =

∫ [∫
f(x+ y)dϕ(x)

]
dψ(y).

It is easy to see that ϕ ∗ ψ ∈ A′
i whenever ϕ,ψ ∈ A′

i. Also, as above, we derives that
δ ∗ ϕ = ϕ ∗ δ = ϕ for all ϕ.

The following properties of the n.a. Laplace transform are easy consequences of (4.3.1).
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Proposition 4.3.3. For µ, µ1, µ2 ∈ A′
0 and ϕ,ϕ1, ϕ2 ∈ A′

1

(4.3.5a) L(δ)(y) = 1; L′(δ)(x) = 1.

(4.3.5b) L( ∂α

∂xαµ)(y) = yαL(µ)(y); L′( ∂α

∂yαϕ)(x) = xαL′(ϕ)(x).

(4.3.5c) ∂α

∂yαL(µ)(y) = L(xαµ)(y); ∂α

∂xαL
′(ϕ)(x) = L′(yαϕ)(x).

(4.3.5d) L(µ1 ∗ µ2)(y) = L(µ1)(y)L(µ2)(y); L′(ϕ1 ∗ ϕ2)(x) = L′(ϕ1)(x)L′(ϕ2)(x).

Application (cf. [DeK 96, chapter 5]). (Fundamental solutions of differential operators)
Formula (4.3.5b) used to prove that the existence of solution of n.a. differential equation:
Let Pm(D) =

∑m
|α|=0 PαD

α, Pα ∈ K, be an arbitrary differential operator with constant
coefficients. As usual, a solution of the equation

(4.3.6) Pm(D)ϕ(x) = δ(x) (δ, ϕ ∈ A′
1)

is called a fundamental solution of the differential operator Pm(D). Let P0 �= 0. With the
aid of the n.a. Laplace transform L′, we transform the equation (4.3.6) in the following
equation in the space A0:

(4.3.7) Pm(x)L′(ϕ)(x) = 1.

Since P0 �= 0, the function µ(x) = 1/Pm(x) belongs to the space A0 and the distribution
ϕ = (L′)−1(µ) ∈ A′

1 is unique fundamental solution of the equation (4.3.7). Also, for
f ∈ A1, using (4.3.5d) and (4.3.7) we have L′(Pm(D)(ϕ ∗ f))(x) = Pm(x)L′(ϕ ∗ f)(x) =
L′(f)(x). Thus g = ϕ ∗ f ∈ A1 is the solution of the equation Pm(D)g(x) = f(x).

Let P (D) be an infinite-order differential operator. Assume that P (x) belong to the
space A0 and P0 �= 0. Then there exists a unique fundamental solution ϕ ∈ A′

1 of
the equation P (x)L′(ϕ)(x) = 1. Again g = ϕ ∗ f ∈ A1 is the solution of the equation
P (D)g(x) = f(x).

Definition 4.3.4 (cf. [Khr 92, Definition 1.2]). The n.a. Gaussian distribution on Kn

(with mean value a ∈ Kn and symmetric covariance matrix B = (bij), bij ∈ K, detB �= 0)
is defined to be a generalized function γa,B ∈ A′

1 with the Laplace transform

(4.3.8) L′(γa,B)(x) = exp
{

1
2
(Bx, x) + (a, x)

}
.

To calculate a integrals with the n.a. Gaussian distribution, we prove the following
formula for integration by parts:

42



Proposition 4.3.5 (cf. [Khr 92, Theorem 3.1]). If f ∈ A1 and a ∈ Kn, then

(4.3.9)
∫
f(x)(a, x)dγ0,B(x) =

∫ (
Ba,

∂

∂x

)
(f)(x)dγ0,B(x).

Proof. Let βa = (δ′, a) =
∑n

j=1 aj
∂

∂yj
δ. Using (4.3.5b), then f(x)(a, x) = L(L−1(f) ∗

βa)(x). Hence, using (4.3.2), (4.3.4) and the symmetry of B = (bij), we have

I =
∫
f(x)(a, x)dγ0,B(x) =

∫
L′(γ0,B)(x)d(L−1(f) ∗ βa)(x)

=
∫ [∫

L′(γ0,B)(x+ y)dL−1(f)(x)
]
dβa(y)

=
∫  n∑

j=1

aj
∂

∂yj

[∫
L′(γ0,B)(x+ y)dL−1(f)(x)

] dδ(y)

=

∫ L′(γ0,B)(x)
n∑

j=1

aj
∂

∂yj
exp

{
1
2
(Bx, y) +

1
2
(By, x) +

1
2
(By, y)

}
dL−1(f)(x)

∣∣∣∣∣∣
y=0

=
∫
L′(γ0,B)(x)

n∑
i=1

 n∑
j=1

ajbij

xidL
−1(f)(x) =

∫
L′(γ0,B)(x)(Ba, x)dL−1(f)(x)

=
∫
L
(
(Ba, ·)L−1(f)

)
(x)dγ0,B(x) =

∫ (
Ba,

∂

∂x

)
(f)(x)dγ0,B(x).

Example 4.3.6. Using (4.3.5b) and (4.3.2), we have

Mα =
∫
xαdγ0,B(x) =

∫
L

(
∂α

∂yα
δ

)
(x)dγ0,B(x)

=
∫
L′(γ0,B)(y)d

(
∂αδ

∂yα

)
(y) =

[
∂α

∂yα
exp

{
1
2

(By, y)
}]∣∣∣∣

y=0

=

 n∏
i=1

∂αi

∂yαi
i

exp

1
2

n∑
j=1

bijyjyi


∣∣∣∣∣∣

y=0

=

 n∏
i=1

∂αi

∂yαi
i

exp

1
2

n∑
j=1,j �=i

bijyjyi

 exp
{

1
2
biiy

2
i

}∣∣∣∣∣∣
y=0

=

[
n∏

i=1

∂αi

∂yαi
i

exp
{

1
2
biiy

2
i

}]∣∣∣∣∣
y=0

.
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If α = (2β1, 2β2, · · · , 2βn), then

Mα = (1 · 3 · 5 · · · (2β1 − 1)) · · · (1 · 3 · 5 · · · (2βn − 1))bβ1
11 · · · bβn

nn

=

(
(2β1)!
β1!

(
b11
2

)β1
)
· · ·

(
(2βn)!
βn!

(
bnn

2

)βn
)

=
(2β)!
β!

(
d(B)

2

)β

,

where β = (β1, β2, · · · , βn) ∈ Nn
0 and d(B) = (b11, b22, · · · , bnn)). Thus for any entire

function f(x) =
∑∞

|α|=0fαx
α ∈ A1, we have

(4.3.10)
∫
f(x)dγ0,B(x) =

∞∑
|α|=0

f2α
(2α)!
α!

(
d(B)

2

)α

.

Remark. All the previous consideration can be extended to the case of the analytic func-
tions f : Kn → Zτ (resp. f : Zn

τ → Zτ ) and the n.a. Gaussian distributions γa,B , a ∈ Kn

(resp. a ∈ Zn
τ ), B = (bij), bij ∈ Zτ . Then we have the space A(Kn, Zτ ) (resp. A(Zn

τ , Zτ ))
of entire functions, the space A0(Kn, Zτ ) (resp. A0(Zn

τ , Zτ )) of functions analytic at zero,
and the spaces of distributions A(Kn, Zτ )′ (resp. A(Zn

τ , Zτ )′) and A0(Kn, Zτ )′ (resp.
A0(Zn

τ , Zτ )′).

Example 4.3.7. We denote by z and z̄ independent variables on Zn
τ ; w = (z, z̄) is a

variable on Z2n
τ , zz̄ = 1

2 (Bw,w), where B has the form
(

0 En

En 0

)
. Using (4.3.5b) and

(4.3.2), we have∫
Z2n

τ

zαz̄βdγ0,B(w) =
∫

Z2n
τ

L

(
∂α+β

∂zβ∂z̄α
δ

)
(w)dγ0,B(w)

=
∫

Z2n
τ

L′(γ0,B)(w)d
(
∂α+βδ

∂zβ∂z̄α

)
(w) =

∂α+β

∂zβ∂z̄α
ezz̄

∣∣∣∣
w=0

= δαβα!.

Thus for any entire function f(w) =
∑∞

|α|=0fαz
αz̄α ∈ A(Z2n

τ , Zτ ), we have

(4.3.11)
∫

Z2n
τ

f(w)dγ0,B(w) =
∞∑

|α|=0

fαα!.

Example 4.3.8. We introduce the Hermitian polynomials Hm,b(t) on the field K:

(4.3.12) Hm,b(t) = (−1)me
t2
2b
dm

dtm
e−

t2
2b (m ∈ N0, b ∈ K×, t ∈ K),

i.e., H0,b(t) = 1, H1,b(t) = t
b , H2,b(t) = − 1

b + t2

b2 , H3,b(t) = − 3t
b2 + t3

b3 , H4,b(t) = 3
b2 − 6t2

b3 + t4

b4 ,
H5,b(t) = 15t

b3 − 10t3

b4 + t5

b5 , · · · . Then we have the following properties:
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(4.3.13a) H2m,b(0) = (−1)m (2m)!
m!2mbm , H2m+1,b(0) = 0,

(4.3.13b) Hm+1,b(t) = t
bHm,b(t)− m

b Hm−1,b(t),

(4.3.13c) Hm,b(t+ s) =
∑m

j=0

(
m
j

)(
s
b

)j
Hm−j,b(t) for s ∈ K,

(4.3.13d) d
dtHm,b(t) = t

bHm,b(t)−Hm+1,b(t) = m
b Hm−1,b(t).

(4.3.13e)
∫

K
Hm,b(t)Hm′,b(t)dγ0,b(t) = δmm′ m!

bm .

In particular, to compute the integral (4.3.13e) we used the fact that the product of the
Hermitian polynomial Hm,b by the distribution γ0,b is equal to the generalized derivative
of γ0,b:

(4.3.14) Hm,b(t)dγ0,b(t) = d

(
dmγ0,b

dtm

)
(t).

Kalish [Kal 47] investigated the properties of a p-adic Hilbert space (E, ||·||, (·, ·)), where
(E, || · ||) is a n.a. K-Banach space and (·, ·) : E × E → K is a symmetric bilinear inner
product satisfying the Cauchy-Schwarz inequality

(4.3.15) |(x, y)|K ≤ ||x||||y||.

The orthogonality was defined by the inner product (·, ·). On the other hand, the orthogo-
nality based not on an inner product but on a norm defined by Monna [Mon 70] as follows:
A system of vectors (ej)j∈J in a n.a. K-Banach space (E, || · ||) is said to be orthogonal if

(4.3.16) ||
∑
j∈S

xjej || = maxj∈S |xj |K ||ej ||,

for every finite subset S ⊂ J and for all xj ∈ K. An orthogonal system (ej)j∈J is called
an orthogonal basis in E if x =

∑
xjej for every vector x ∈ E. If a n.a. K-Banach space

E has an orthogonal basis (ej), then E is called an orthogonal n.a. K-Banach space.
There is no canonical way of defining the inner product (·, ·) in the orthogonal n.a. K-

Banach space (E, || · ||). Khrennikov [Khr 90a, 90b, 91, 92, 95] gave a new definition of a
n.a. Hilbert space that connect two definition of orthogonality as follows: Let (E, || · ||) be
an orthogonal n.a. K-Banach space, (ej) an orthogonal basis in E and (·, ·) a symmetric
bilinear inner product satisfying (4.3.15). Assume that (ei, ej) = 0, i �= j. Then we
have (x, x) =

∑
λjx

2
j , where λj = (ej , ej) �= 0. This series converges if and only if

limj→∞ |xj |K
√|λj |K = 0. But the n.a. K-Banach space E consists of these x for which

limj→∞ |xj |K ||ej || = 0. If ||ej ||2 ∈ |K×|, then we can take as λj any elements of the field
K such that |λj |K = ||ej ||2. Now if ||ej ||2 is not in |K×|, then it is impossible, in general,
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to find λj ∈ K. Thus it is natural to include the numbers λj into the definition of a n.a.
Hilbert space.

For the sequence λ = (λn) ∈ K∞, λn �= 0 for all n, we set

(4.3.17) Hλ =
{
f = (fn) ∈ K∞ : the series

∑
f2

nλn converges in K
}
.

(4.3.18)
(
resp. Hλ =

{
f = (fn) ∈ Z∞

τ : the series
∑
|fn|2λn converges in K

})
.

In the space Hλ we introduce a norm || · ||λ and an inner product (·, ·)λ relative to which
the base vectors ej = (δij) are orthogonal as follows:

(4.3.19a) ||f ||λ = maxn|fn|K
√
|λn|K ;

(4.3.19b) (f, g)λ =
∑

fngnλn

(
resp. (f, g)λ =

∑
fngnλn

)
.

Then the space Hλ is a n.a. K-Banach space and (·, ·)λ is continuous on Hλ × Hλ and
satisfy the Cauchy-Schwarz inequality (4.3.15).

Definition 4.3.9 (cf. [Khr 92, Definition 2.1]). The triplet (Hλ, || · ||λ, (·, ·)λ) is called a
n.a. coordinate (resp. complex) Hilbert space.

An inner product on the n.a. K-Banach space E is an arbitrary nondegenerated sym-
metric bilinear form. It is evidently impossible to introduce an analog of the positive
definiteness of a bilinear form.

The triplets (Ei, || · ||i, (·, ·)i), i = 1, 2, where Ei are the n.a. K-Banach spaces, || · ||i
are norms, and (·, ·)i are inner products satisfying (4.3.15), are isomorphic if there exists
an isometric and unitary isomorphism I : E1 → E2.

Definition 4.3.10 (cf. [Khr 92, Definition 2.2]). The triplet (E, || · ||, (·, ·)) is said to be a
n.a. (resp. complex) Hilbert space if it is isomorphic to a n.a. coordinate (resp. complex)
Hilbert space (Hλ, || · ||λ, (·, ·)λ) for some λ.

Example 4.3.11. This example illustrates how the n.a. Gaussian distribution γ0,b can
be used to construct a n.a. complex Hilbert space L2(Kn, γ0,b), according to the following
three step:
Step 1. On the space A(Kn, Zτ ) we consider a n.a. Gaussian distribution γ0,b, b ∈
K×. Using the fact that the space A(Kn, Zτ ) is a topological algebra, we introduce on
A(Kn, Zτ ) the inner product as a continuous map (·, ·) : A(Kn, Zτ ) × A(Kn, Zτ ) → Zτ

defined by

(4.3.20) (f, g) =
∫
f(x)g(x)dγ0,b(x).
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Step 2. We denote by Hα,b(x), b ∈ K×, the Hermitian polynomials corresponding to the
n.a. Gaussian distribution γ0,b:

Hα,b(x) = H(α1,α2,··· ,αn),b(x1, x2, · · · , xn) =
n∏

j=1

Hαj ,b(xj),

where Hαj ,b(xj) is given by (4.3.12). By (4.3.13e), we see that Hα,b is orthogonal to Hβ,b

for α �= β with respect to (4.3.20) and (Hα,b,Hα,b) = α!/b|α|. Then we can prove that
for any f ∈ A(Kn, Zτ ), we have the orthonormal series expansion of f with respect to
{Hα,b/(Hα,b,Hα,b)}. I.e.

(4.3.21) f(x) =
∞∑

|α|=0

f̃αHα,b(x), where f̃α =
(f,Hα,b)

(Hα,b,Hα,b)
∈ Zτ .

Indeed, it is sufficient to show that for n = 1 the series (4.3.21) converges to f in A(K,Zτ ).
Let f(t) =

∑∞
m=0 fmt

m ∈ A(K,Zτ ). By the recurrence formula (4.3.13b), we have for
x ∈ B0(R), where R ∈ |K×| with R ≥ 1,

(4.3.22) ||Hm+1,b||R ≤
(

R

|b|K

)
max (||Hm,b||R, ||Hm−1,b||R) ≤ · · · ≤

(
R

|b|K

)m+1

.

Also, using (4.3.20) and Example 4.3.6, we have

(4.3.23) (f,Hl,b) =
∞∑

j=0

f2j+l(2j + l)! bj

j! 2j
,

and using hypothesis (4.1.1), we obtain for R1 ≥
√

r(K)|b|K/|2|K ,

(4.3.24) |(f,Hl,b)|K ≤ supj |f2j+l|KR2j+l
1

(
r(K)|b|K
R2

1|2|K

)j 1
Rl

1

≤ ||f ||R1

Rl
1

.

Thus we have for R ≥ 1 and R1 ≥
√

r(K)|b|K/|2|K ,

|f̃m|K ||Hm,b||R ≤ ||f ||R1

(
r(K)R
R1

)m

→ 0 as m→∞

if R1 > r(K)R. Therefore
∑∞

m=0 f̃mHm,b(t) ∈ A(K,Zτ ) for all f ∈ A(K,Zτ ). Next we
show that

∑∞
m=0 f̃mHm,b(t) converges to the function f . For this, it is sufficient to show

that dn

dtn f(0) = dn

dtn g(0) for all n ∈ N0, where g(t) =
∑∞

m=0 f̃mHm,b(t). Indeed, using
(4.3.13a) and (4.3.13d), we have

dn

dtn
g(0) =

∞∑
j=0

(−1)j (f,H2j+n,b)
(2j + n)!

(2j + n)!bj

j!2j
.
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Thus if we take f2j+n = (−1)j(f,H2j+n,b)/(2j + n)!, then by (4.3.23), we have

dn

dtn
g(0) = (f,Hn.b) =

dn

dtn
f(0) for all n ∈ N0.

Step 3. The formula (4.3.21) gives the coordinate representation for (4.3.20):

(4.3.25) (f, g) =
∞∑

|α|=0

f̃αg̃α α!/b|α|.

We introduce on A(Kn, Zτ ) a n.a. norm relative to which the Hermitian polynomials are
orthogonal as follows:

(4.3.26) ||f || = maxα|f̃α|K
√
|α!|K/|b||α|

K .

The completion of the space A(Kn, Zτ ) in this norm is called the space of square-integrable
functions with respect to the n.a. Gaussian distribution γ0,b, and is denoted by L2(Kn, γ0,b):

(4.3.27) L2(Kn, γ0,b) =

f =
∞∑

|α|=0

f̃αHα,b(x) : lim
|α|→∞

|f̃α|K
√
|α!|K/|b||α|

K = 0

 .

The inner product (4.3.25) is continuous on L2(Kn, γ0,b) and satisfy the Cauchy-Schwarz
inequality (4.3.15). The triple (L2(Kn, γ0,b), || · ||, (·, ·)) is a n.a. complex Hilbert space of
class H(α!/b|α|).

Since the dual space to a n.a. (complex) Hilbert space does not coincide with it, we
have the following nested Hilbert space

A(Kn, Zτ ) ⊂ L2(Kn, γ0,b) ⊂ L2(Kn, γ0,b)′ ⊂ A(Kn, Zτ )′.

Proposition 4.3.12. For b ∈ K× and R1, R2 ∈ |K×| with R1 ≥
√

r(K)|b|K/|2|K and

1 ≤ R2 ≤
√|b|K/r(K), we have

A(VR1 , Zτ ) ⊂ L2(Kn, γ0,b) ⊂ A(VR2 , Zτ ).

Proof. Let n = 1 and f(t) =
∑∞

m=0 f̃mHm,b(t) ∈ L2(K,γ0,b). Using (4.3.22), (4.3.26) and
the hypothesis (4.1.1), we have

|f̃m|K ||Hm,b||R2 ≤ |f̃m|K
(
R2

|b|K

)m

≤ |f̃m|K
√
|m!|K
|b|mK

(
R2

√
r(K)
|b|K

)m

≤ ||f ||
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for 1 ≤ R2 ≤
√|b|K/r(K). Thus ||f ||R2 ≤ maxm|f̃m|K ||Hm,b||R2 ≤ ||f ||. Next let

f(t) =
∑∞

m=0 fmt
m ∈ A(VR1 , Zτ ) and f̃m = (f,Hm,b)/(Hm,b,Hm,b) ∈ Zτ . Using (4.3.13e)

and (4.3.24), we get that for R1 ≥
√

r(K)|b|K/|2|K ,

(4.3.28) |f̃m|K =
∣∣∣∣ (f,Hm,b)
(Hm,b,Hm,b)

∣∣∣∣
K

=
∣∣∣∣bmm!

∣∣∣∣
K

|(f,Hm,b)|K ≤ ||f ||R1

|m!|K

( |b|K
R1

)m

.

Consider the function g(t) =
∑∞

m=0 f̃mHm,b(t). Then g ∈ L2(Kn, γ0,b), since using (4.3.27)
and the hypothesis (4.1.1), we have

|f̃m|K
√
|m!|K
|b|mK

≤ ||f ||R1

(√
r(K)|b|K
R1

)m

→ 0 (m→∞).

4.4. Iwasawa isomorphism and unboundedness, and problems. In 1990, the
question of whether the p-adic Gaussian distribution γ0,b, b ∈ Q×

p , can be extended up to
the measure on Zp was considered by Khrennikov. In [KE 92] the answer was given by
negative for a wide class of correlations b, p �= 2. In the case of p = 2 the question still
remains open. In this section, we explain and supplement the article [KE 92] and present
the open problems.

Let us restrict to the case K = Qp. Denote by Cp the completion of the algebraic
closure of Qp. The absolute value | · |p extends uniquely to Cp and we use for it the same
symbol | · |p. Let O = {x ∈ Cp : |x|p ≤ 1} be the integer ring of the field Cp.

A set µ = {µn} of functions is called a measure on Zp if for each integer n ≥ 0 the
function µn is defined on Zp/p

nZp, takes values in O, and satisfy the condition

(4.4.1) µn(a+ pnZp) =
p−1∑
b=0

µn+1(a+ bpn + pn+1Zp).

We denote by M(Zp,O) the set of the measures on Zp. Then, Iwasawa isomorphism say
that there is a one-to-one O-linear correspondence of the formal power series ring O[[X]]
onto M(Zp,O)

O[[X]] � f(X) �→ µ = µ(f) = {µn} ∈M(Zp,O)

such that

(4.4.2) µn(a+ pnZp) =
1
pn

(n)∑
ζ

ζ−af(ζ − 1),

where, in the sum
∑(n)

ζ , ζ runs over all the pnth roots of unity in Cp. Conversely, if
f(X) =

∑∞
l=0 clX

l, then the coefficients cl are given by the formula

(4.4.3) cl = lim
n→∞

pn−1∑
k=0

(
k
l

)
µn(k).
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Let F (C(Zp,O),O) be the set of bounded linear functionals λ defined on the set
C(Zp,O) of continuous functions with values in O. Then, there is a one-to-one O-linear
isomorphism

M(Zp,O) � µ = {µn} �→ λ ∈ F (C(Zp,O),O)

such that

(4.4.4) λ(ϕ) =
∫

Zp

ϕ(x)dµ(x) = lim
n→∞

pn−1∑
k=0

ϕ(k)µn(k).

If we denote by BCp[[X]], BD(Zp,Cp), and BF (C(Zp,Cp),Cp), respectively, the set
of bounded power series, the set of bounded distributions and the set of bounded Cp-
linear functionals, we can easily extend the above correspondence f(X) ↔ µ ↔ λ to the
one-to-one Cp-linear correspondence of

BCp[[X]]←→ BD(Zp,Cp)←→ BF (C(Zp,Cp),Cp).

But we can not extend the correspondences to the one-to-one Cp-linear mapping on

Cp[[X]]←→ D(Zp,Cp)←→ F (C(Zp,Cp),Cp).

Endo [End 83] gave a one-to-one Cp-linear correspondence between F (Cp[X],Cp) and
Cp[[X]] as follows: Let f(X) =

∑∞
l=0 clX

l ∈ Cp[[X]]. We put fM = fM (X) =
∑M

l=0 clX
l

(partial sum of f(X)). Since fM (X) is a polynomial and so is bounded, we can define the
measure µfM

= {µfM ,n} on Zp and define for any ϕ ∈ C(Zp,Cp) the integral

λfM
(ϕ) =

∫
Zp

ϕ(x)dµfM
(x).

If the p-adic limit limM→∞ λfM
(ϕ) exists, we define the limit as the integral of the contin-

uous function ϕ by the power series f(X) and we denote it by

(4.4.5) λ(ϕ) =
∫

Zp

ϕ(x)dµf (x).

If the power series f(X) is bounded, the new integral coincides with the original one.

Let ϕ(x) =
∑∞

l=0 al

(
x
l

)
∈ C(Zp,Cp) be the Mahler expansion [Mah 58]. Then we see

that

al =
∫

Zp

ϕ(x)dµXl(x) =
l∑

k=0

(
l
k

)
(−1)l−kϕ(k) and |al|p → 0 as l→∞
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and that

λfM
(ϕ) =

∫
Zp

ϕ(x)dµfM
(x) =

M∑
l=0

clal.

Thus the integral
∫

Zp
ϕ(x)dµf (x) exists if and only if the infinite sum

∑∞
l=0 clal converges.

In particular, since xn =
∑n

l=0

(
x
l

)∑l
k=0

(
l
k

)
(−1)l−kkn, if M ≥ n, we get

(4.4.6)
∫

Zp

xndµfM
(x) =

n∑
l=0

cl

l∑
k=0

(
l
k

)
(−1)l−kkn.

This shows that, if M ≥ n, the right hand side is independent on the choice of M , so that
the integral λ(xn) =

∫
Zp
xndµf (x) always exists. By linearlity the integral

∫
Zp
ϕ(x)dµf (x)

always exists for arbitrary polynomial ϕ(x) in Cp[x] with degree less than M . Thus we
have the one-to-one and invertible correspondence

Cp[[X]] � f ←→ λ ∈ F (Cp[X],Cp)

such that

λ(ϕ) =
∫

Zp

ϕ(x)dµf (x), f(X) =
∞∑

l=0

clX
l and cl = λ

((
x
l

))
.

From now, we suppose that the series λ(ϕ) =
∑∞

n=0 ϕnλ(xn) converges for any analytic
function ϕ(x) =

∑∞
n=0 ϕnx

n defined on Zp. In that case, the distribution λ extends to a
linear functional on the space of analytic functions. I.e. it is a p-adic Gaussian distribution
γ0,b (b ∈ Q×

p ). By (4.3.10) in Example 4.3.6, for any analytic function ϕ(x) =
∑∞

n=0 ϕnx
n

defined on Zp if b
2 ∈ Zp, then the sum

(4.4.7)
∫

Zp

ϕ(x)dγ0,b(x) =
∞∑

k=0

(2k)!
k!

(
b

2

)k

ϕ2k

converges. Let f(X) =
∑∞

l=0 clX
l ∈ Cp[[X]] and cl =

∫
Zp

(
x
l

)
dγ0,b(x). Then using

(4.4.6) and (4.4.7), we have

g(Z) = f(eZ − 1) =
∞∑

l=0

cl(eZ − 1)l =
∞∑

n=0

Zn

n!

(∫
Zp

xndγ0,b(x)

)
= e

b
2 Z2

.

On the other hand,

g(Z) =
∞∑

n=0

Zn

n!

(∫
Zp

xndγ0,b(x)

)
=
∫

Zp

∞∑
n=0

(xZ)n

n!
dγ0,b(x) =

∫
Zp

exZdγ0,b(x).
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Thus we have the following formulas:

(4.4.8)
∫

Zp

exZdγ0,b(x) = e
b
2Z2

;

f(X) = e
b
2 (log(1+X))2 =

∞∑
n=0

1
n!

(
b

2

)n

(log(1 +X))2n

=
∞∑

n=0

1
n!

(
b

2

)n
( ∞∑

m=1

(−1)m−1

m
Xm

)2n

= 1 +
∞∑

l=2

clX
l,

where

(4.4.9) cl =
∑

1≤m≤ l
2

(−1)l

m!

(
b

2

)m ∑
x1+···+x2m=l,xj∈N

1
x1x2 · · · x2m

.

In contrast to the real theory, we have the following theorem:

Theorem 4.4.1 (cf. [KE 92, Theorem 1]). A p-adic Gaussian distribution γ0,b (b ∈ Q×
p )

is not a measure on Zp. I.e. the coefficients {cl} of the function f(X) are unbounded: Let
b
2 = pau, where u is a p-adic unit and a ∈ Z.

(1) If a is even, then for all primes p the coefficients {cl} are unbounded.

(2) If a is odd, then for all odd primes p the coefficients {cl} are unbounded.

For l = 2np[a/2]+1, where n = pb (a power of p), the equality

|cl|p = p2n(1−δ)+(n−1)/(p−1)

is valid, where δ = 0 if a is even, and δ = 1
2 if a is odd.

Problem 1. Is it possible to prove (2) in Theorem 4.4.1 for p = 2 ?

Problem 2. Is there a method, called regularization, for turning the p-adic Gaussian
distribution γ0,b into measure on Zp ?

Problem 3. Is it possible to extend γ0,b on the space of C1(Qp) or C∞(Qp) ?

Problem 4. Is it possible to prove the problem of boundedness or unboundedness of a
n.a. Gaussian distribution for any n.a. valued field K ?

The analytical function ϕ(x) defined on Zp is said to be γ0,b-negligible (or annihilator
of the p-adic Gaussian distribution γ0,b) if

(4.4.10)
∫

Zp

f(x)ϕ(x)dγ0,b(x) = 0

(
resp.

∫
Zp

xnϕ(x)dγ0,b(x) = 0

)
for every analytical function f(x) (resp. for all n = 0, 1, 2, · · · ). Let N be the set of all γ0,b-
negligible functions. It is easy to see that N is a Qp[x]-module. For the p-adic Gaussian
distribution γ0,b (b ∈ Q×

p ), we have the same property of the usual Gaussian distribution:
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Theorem 4.4.2 (cf. [EK 95]). If p is odd prime and b
2 is a p-adic integer (i.e., b ∈ Zp),

then there are no non-zero γ0,b-negligible functions. I.e. N = {0}.
Problem 5. Is it possible to prove Theorem 4.4.2 for p = 2 ?

Problem 6. Find the class of γ0,b-negligible functions for any n.a. valued field K.

The isomorphicity relation (see Definition 4.3.10) decomposes the set of the n.a. Hilbert
spaces into equivalence classes. An equivalence class is characterized by some coordinate
representative Hλ, for instance, H(1) and H(2n) belong to the same equivalence class for
the field K = Qp, p �= 2, and to different classes for the field K = Q2.

Problem 7. What are the restrictions on the weight sequence λ = (λn) and µ = (µn) for
the unitary isomorphism of Hλ and Hµ ?

Problem 8. Let us consider a linear operator U : Hλ → Hµ. It can be realized as an
infinite matrix. What are the restrictions on the coefficients to be a unitary isometry ?
It would be interesting to study not only the canonical basis but an arbitrary orthogonal
basis.

Problem 9. Does there exist some kind of the coordinate representation of the norm on
Hλ in an arbitrary orthogonal basis ?

Problem 10. Is it possible to define the Hilbert space topology with aid of only the inner
product ?

4.5. A p-adic Hilbert space associated with the Morita p-adic Γ-function. In
this section, we construct a p-adic Hilbert space using the Morita p-adic Γ-function.

We set B = {z ∈ Qp(
√
τ) : |z − 1|p < 1}. For any x ∈ Zp, the function

B � z �−→ zx =
∞∑

n=0

(
x
n

)
(z − 1)n ∈ Qp(

√
τ)

is an analytic because the mapping x �→
(
x
n

)
carries Zp to Zp. I.e. zx ∈ A(B,Qp(

√
τ))

for x ∈ Zp. Also, if z ∈ B, then |z − 1|np → 0 as n→∞, and thus the function

Zp � x �→ zx ∈ Qp(
√
τ)

is continuous, i.e., zx ∈ C(Zp,Qp(
√
τ)) for z ∈ B, where C(Zp,Qp(

√
τ)) is the space

of continuous functions f : Zp → Qp(
√
τ) equipped with the topology induced by the

sup-norm
||f ||∞ = sup{|f(x)|p : x ∈ Zp}.
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Here after, we consider the space C(Zp,Qp(
√
τ)) as the space of test functions and its dual

space C(Zp,Qp(
√
τ))′ as the space of generalized functions. Let f(x) =

∑∞
n=0 fn

(
x
n

)
∈

C(Zp,Qp(
√
τ)) be the Mahler expansion. Then we see that

fn =
n∑

k=0

(−1)k

(
n
k

)
f(n− k) and |fn|p → 0 as n→∞.

The system of polynomial
(
x
n

)
is an orthogonal basis with respect to the norm || · ||∞ in

C(Zp,Qp(
√
τ)) in the sense of the theory of n.a. Banach space. Thus we have

(4.5.1) C(Zp,Qp(
√
τ))′ = {ϕ = (ϕn) ∈ (Qp(

√
τ)
)∞ : ||ϕ||∞ = supn|ϕn|p <∞}

and we can define a transform Z : C(Zp,Qp(
√
τ))′ → C(Zp,Qp(

√
τ))′ by

(4.5.2) (Zϕ)(z) =
∫

Zp

zxdϕ(x).

Proposition 4.5.1. The transform Z is an isomorphism of C(Zp,Qp(
√
τ))′ and the func-

tion space

Fτ = {f ∈ A(B,Qp(
√
τ)) : ||f || = supn|f (n)(1)/n!|p <∞}.

Let (zx, zx) = |zx|2 = Γ(M)
p (x+ 1), where Γ(M)

p (x) is the Morita p-adic Γ-function (see
Appendix B), and

H(Zp) =

f(z) =
∑
x∈Zp

fxz
x : the series |f |2 =

∑
x∈Zp

Γ(M)
p (x+ 1)|fx|2 converges in Qp

 .

The scalar product is (f, g) =
∑

x∈Zp
Γ(M)

p (x + 1)fxgx and the norm is ||f || = sup{|fx|p :
x ∈ Zp}, which satisfying the Cauchy-Schwarz inequality |(f, g)|p ≤ ||f ||||g||. The triple
(H(Zp), || · ||, (·, ·)) is a p-adic Hilbert space of class H

(Γ
(M)
p (x+1))

.

The differential operator d
dz is continuous linear mapping from H(Zp) to H(Zp). Indeed,

for any f ∈ H(Zp), we have ||df/dz|| = ||f ||. Let
(

d
dz

)∗
be the adjoint in H(Zp) of the

operator d
dz . Then(

d

dz
f, g

)
=

∑
x∈Zp

∑
y∈Zp

fxgyx(zx−1, zy) =
∑
x∈Zp

fxgx−1xΓ(M)
p (x).

Let A be a linear operator in H(Zp) such that A(zx) = a(x)zx+1. Then

(f,Ag) =
∑
x∈Zp

∑
y∈Zp

fxgya(y)(zx, zy+1) =
∑
x∈Zp

fxgx−1a(x− 1)Γ(M)
p (x+ 1).

Therefore, for the adjoint operator
(

d
dz

)∗
, we have
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Proposition 4.5.2. (
d

dz

)∗
(zx) =

(x+ 1)Γ(M)
p (x+ 1)

Γ(M)
p (x+ 2)

zx+1.

By (B.16) in Appendix B, if |x+ 1|p = 1, then
(

d
dz

)∗
(zx) = −zx+1 and if |x+ 1|p < 1,

then
(

d
dz

)∗
(zx) = −(x+ 1)zx+1. Thus

(4.5.3)
(
d

dz

)∗
f(z) = −

 ∑
|x+1|p=1

fxz
x+1 +

∑
|x+1|p<1

(x+ 1)fxz
x+1

 .

Also, we have the commutator [ d
dz ,

(
d
dz

)∗
] = λ(x+1)−λ(x) of the operators d

dz and
(

d
dz

)∗
,

where

(4.5.4) λ(x) =
x2Γ(M)

p (x)

Γ(M)
p (x+ 1)

.

4.6. A restricted non-Archimedean Heisenberg group Nh depending h ∈ K.
Let r ∈ R>0. Set [r]K = sup {R ∈ |K×| : R < r}. For a operator A in a n.a. Hilbert
space H over Kn and the real number r(K) ∈ R>1 in the hypothesis (4.1.1), we set
A(r(K)) = 1/||A||r(K).

On the n.a. complex Hilbert space L2(Kn, γ0,b) coordinate and momentum operators
xj ,kj , j = 1, 2, · · · , n, are introduced by usual formulas:

(4.6.1) (xjf)(x) = xjf(x),

(4.6.2) (kjf)(x) =
h√
τ

∂

∂xj
f(x) (τ, h ∈ K).

Then these operators satisfy HCR

(4.6.3) [xi,xj ] = [ki,kj ] = 0, [xi,kj ] =
h√
τ
δij .

Proposition 4.6.1. xj ,kj are bounded self-adjoint operators in L2(Kn, γ0,b).

Proof. Since xj ,kj are symmetry for the inner product (4.3.20), it is sufficient to show
that xj ,kj are bounded. Let f(x) =

∑∞
|α|=0f̃αHα,b(x) ∈ L2(Kn, γ0,b). Then we have

f(x) =
∑∞

|α̂|=0Hα̂,b(x̂)
∑∞

αj=0 f̃αHαj ,b(xj), where α̂ and x̂ denote respectively α and x

dropped jth element. Set g(x̂) =
∑∞

|α̂|=0Hα̂,b(x̂). Then ||g||2 = maxα̂|α̂!|K/|b||α̂|
K . Using

(4.3.13b) and (4.3.13d), we get (xjf)(x) = g(x̂)
(∑∞

αj=0 bf̃αHαj+1,b(xj) +
∑∞

αj=0 αj f̃αHαj−1,b(xj)
)
,

(kjf)(x) = h√
τ
g(x̂)

∑∞
αj=0

αj

b f̃αHαj−1,b(xj).
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Using (4.3.26) and the strong triangle inequality, we have

||xjf ||2 ≤ |b|K ||f ||2, ||kjf ||2 ≤ |h|
2
K

|bτ |K ||f ||
2.

Thus we get

(4.6.4) ||xj || ≤
√
|b|K , ||kj || ≤ |h|K√|bτ |K .

Theorem 4.6.2. For any y ∈ VR∗ , R∗ =
[√|b|K/r(K)

]
K

, the operator T defined by

(Tf)(x) = f(x + y) on the n.a. complex Hilbert space L2(Kn, γ0,b) is bounded and

isometric.

Proof. For the Hermitian polynomials Hα,b (b ∈ K×), using the formula (4.3.13c), we have

(4.6.5) (THα,b)(x) =
|α|∑

|β|=0

(
α
β

)
yβ

b|β|
Hα−β,b(x) (β = (β1, · · · , βn) ∈ Nn

0 ).

Let f(x) =
∑∞

|α|=0f̃αHα,b(x) ∈ L2(Kn, γα,b). Using (4.6.5), we have

(Tf)(x) =

Id +
∞∑

|β|=1

yβAβ

 (f)(x),

where the operators Aβ are defined by

(Aβf)(x) =
1
b|β|

∞∑
|ξ|=0

f̃β+ξ

(
β + ξ
β

)
Hξ,b(x) ∈ L2(Kn, γ0,b).

Using (4.3.26), we have

||Aβf ||2 =
1

|b|β|β!|K max
{
|fβ+ξ|2K

∣∣∣∣ (β + ξ)!
b|β+ξ|

∣∣∣∣
K

∣∣∣∣ (β + ξ)!
ξ!β!

∣∣∣∣
K

}
≤ ||f ||2

(
r(K)
|b|K

)|β|
.

Thus we get ||Aβ || ≤
(√

r(K)/|b|K
)|β|

. Let y ∈ VR∗ , R∗ =
[√|b|K/r(K)

]
K

. Then we

have ||yβ ||K ||Aβ || < 1 and

||Tf || = max

||f ||, ||
 ∞∑

|β|=1

yβAβ

 f ||
 = ||f ||.
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Theorem 4.6.3. Let A be a bounded self-adjoint operator in a n.a. Hilbert space H over

Kn. Then for h, τ ∈ K and x ∈ VRA
, RA =

[
|h|K√
|τ |K

A(r(K))
]

K

, e
√

τ
h xA is an isometric

unitary operator in H.

Proof. Since

e
√

τ
h xA = Id +

∞∑
m=1

(
√
τxA)m

hmm!
= Id +

∞∑
m=1

Am

and ||Am|| < 1 for m = 1, 2, · · · , we have

||e
√

τ
h xAf || = max(||f ||, ||Amf ||) = ||f ||.

Thus the isometric property is proved. Also, a simple algebraic computations dependent
only on the fact that (

√
τ)2 = τ gives unitarity.

Corollary 4.6.4. Let h, τ ∈ K and

(4.6.6) xj ∈ B0

(
Rkj

) ⊂ B0 (R∗) , kj ∈ B0

(
Rxj

)
.

Then operators U(xj) = e
√

τ
h xjkj and V (kj) = e

√
τ

h kjxj in L2(K,γ0,b) are isometric unitary

operators acting on L2(K,γ0,b) and satisfy WCR

(4.6.7)

{
U(xi)U(xj) = U(xi + xj), V (ki)V (kj) = V (ki + kj),

U(xj)V (kj) = e
√

τ
h kjxjV (kj)U(xj).

Corollary 4.6.5. We have a n.a. analogue of Heisenberg uncertainty relations:

(4.6.8) Rkj
·Rxj

=

[
|h|K√|τ |K kj(r(K))

]
K

[
|h|K√|τ |K xj(r(K))

]
K

≥ |h|K√|τ |K
(

1
r(K)

)2

.

Proof. It is easy consequence of the inequality (4.6.4).

Let f ∈ L2(Kn, γ0,b), t ∈ K and

x = (x1, · · · , xn) ∈ Vk =
n∏

j=1

B0

(
Rkj

)
, k = (k1, · · · , kn) ∈ Vx =

n∏
j=1

B0

(
Rxj

)
.

We define the action of W (x, k, t) on f as

(4.6.9) [W (x, k, t)f ](y) = exp
{√

τ

h
(t+ (y + x, k))

}
f(y + x) (τ, h ∈ K).
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(or W (x, k, t) = e
√

τ
h tU(x1)U(x2) · · ·U(xn)V (k1)V (k2) · · ·V (kn)).

Let Dh be the region of convergence of the exponential function e
√

τ
h t for fixed τ ∈ K

satisfying |τ |K = p
2

1−p if char(r(K)) = p and |τ |K = 1 if char(r(K)) = 0. Then by
[Sch 84, Theorem 25.6], Dh is given by

(4.6.10) Dh = {t ∈ K : |t|K < |h|K}.

Since e
√

τ
h t ≡ e

√
τ

h s (mod Dh) if and only if t ≡ s (mod Dh), we have

(4.6.11) W (x, k, t) ≡W (x, k, s) (mod Dh) if and only if t ≡ s (mod Dh).

Thus we obtain a one-to-one parameterization if t is chosen among representatives ofK/Dh.
The product of two transformations (4.6.9) given by

(4.6.12) W (x, k, t)W (x′, k′, t′) = W (x+ x′, k + k′, t+ t′ − (x′, k)).

We see that W (0, 0, 0) is the identity and that W (−x,−k,−t − (x, k)) is the inverse of
W (x, k, t). Thus we have

Proposition 4.6.6. The set

(4.6.13) Nh = {W (x, k, t) : x ∈ Vk, k ∈ Vx and t ∈ K/Dh}

is a group for the product (4.6.12). We call Nh the restricted n.a. Heisenberg group

depending h ∈ K.

The center of Nh consists in the elements W (0, 0, t) and we have

(4.6.14) W (x, k, t)W (x′, k′, t′) = W (0, 0, (x− k′)− (x′, k))W (x′, k′, t′)W (x, k, t).

This shows that (4.6.9) defines a projective representation of the abelian group Vk × Vx.

In particular, for the one-dimensional case, let g =
(
a b
c d

)
∈ SL(2,K) and [·]g the

mapping of Nh into itself defined by

(4.6.15) [W (x, k, t)]g = W

(
ax+ ck, bx+ dk, t− abx2

2
− cdk2

2
− bcxk

)
.

The following properties of the mapping [·]g are easy consequences of (4.6.12), (4.6.15) and
the multiplication of 2 by 2 matrices.
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Proposition 4.6.7. For all W,W ′ ∈ Nh and g, g′ ∈ SL(2,K)

(1) [WW ′]g = [W ]g[W ′]g,

(2) [[W ]g]g′ = [W ]gg′ ,

(3) [W ]g = W if and only if g =Id, (Id is the identity of SL(2,K)),

(4) {[·]g : g ∈ SL(2,K)} is a group of automorphisms of Nh.

Proof of (4). By (1) in Proposition 4.6.7, [·]g is an homomorphism of Nh. Under this
homomorphism, W ∈ Nh is the image of an unique element [W ]g−1 of Nh as a consequence
of (2) and (3) in Proposition 4.6.7. This shows that [·]g is an automorphism of Nh and by
(2) in Proposition 4.6.7 the above set of transformations inherits the group properties of
SL(2,K).

Appendix A: The p-adic Gaussian integrals and the Gelfand-Graev p-adic
Γ-function. The purpose of this appendix is to explain how to compute p-adic Gaussian
integrals and to find the p-adic counterparts of the Gelfand-Graev Γ- and B-functions,
which are defined by integrals of suitable combinations of additive and multiplicative char-
acters of the field R.

Being locally compact, Qp has a real-valued Haar measure, i.e., the unique translation
invariant measure dx with the properties

(A.1) d(ax) = |a|pdx (a �= 0); the measure of Zp = µ(Zp) =
∫
|x|p≤1

dx = 1.

We calculate the measure of any ball p−rZp for r ∈ Z. Let us start with r = 1. Since
p−1Zp =

⋃p−1
b=0 (bp−1 + Zp), we have µ(p−1Zp) =

∑p−1
b=0 µ(bp−1 + Zp) = p. Repeating the

reasoning we get

(A.2) µ(p−rZp) =
∫
|x|p≤pr

dx = pr.

Using (A.2), clearly

(A.3)
∫
|x|p=pr

dx =
∫
|x|p≤pr

dx−
∫
|x|p≤pr−1

dx = pr(1− p−1).

Since the set {|x|p : x ∈ Qp} is discrete and takes the countable set of numbers |x|p = pr

for r ∈ Z, we have Qp =
∐

r∈Z{x : |x|p = pr} ∪ {0} and so for a sufficiently well-defined
function f : Qp → C

(A.4)
∫

Qp

f(x)dx =
∞∑

r=−∞

∫
|x|p=pr

f(x)dx.
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One important property of the p-adic integration is its behavior under GL(2,Qp) trans-
formations of the integration variables. GL(2,Qp) acts on a p-adic variable x by

x→ x′ =
ax+ b

cx+ d
,

(
a b
c d

)
∈ GL(2,Qp),

and the change of measure is given by

(A.5) dx′ =
|ad− bc|p
|cx+ d|2p

dx.

Integrals of the form
∫

Qp
χp(ax2 + bx)dx are called the p-adic Gaussian integrals. Here

χp is the usual character on Qp. Using (A.2) and (A.3), for b �= 0 we get

(A.6)
∫
|x|p≤pr

χp(bx)dx = prΩ(pr|b|p),

where Ω(x) is 1 if 0 ≤ x ≤ 1 and 0 if x > 1;

(A.7)
∫
|x|p=pr

χp(bx)dx =


pr(1− p−1) for |b|p ≤ p−r

−pr−1 for |b|p = p−r+1

0 for |b|p > p−r+1.

For a �= 0, using (A.4) we write, with t = x+ b/2a and dx = dt,∫
Qp

χp(ax2 + bx)dx = χp

(
− b

2

4a

) ∞∑
m=−∞

Gm(a) = χp

(
− b

2

4a

) ∞∑
m=−∞

∫
|t|p=pm

χp(at2)dt.

To calculate Gm(a), it should be noted that: Using (A.2) and the necessary and sufficient
condition for the equation x2 = a has a solution x ∈ Qp (p �= 2), we have∫

Z2
p

dy =
∞∑

m=0

p−1∑
(y0|p)=1,y0=1

∫
{p2m(y0+··· )}

dy =
p− 1

2

∞∑
m=0

p−2m−1 =
1

2(1 + p−1)
,

where (y0|p) is the Legendre symbol. Also, for all prime number p, we use the quadratic
changes variables dx2 = 1

2 |2x|pdx, then using (A.3), we have for p �= 2∫
Z2

p

dy =
1
2

∫
Zp

|2x|pdx =
1
2

∞∑
m=0

p−m

∫
|x|p=p−m

dx =
1

2(1 + p−1)
.

Thus, changing variables and focusing on the case p �= 2, we have, with x = at2,
dx = 1

2 |a|p|t|pdt, and ordpx = −k = ordpa− 2m,

Gm(a) =
2
|a|p p

−m

∫
(x0|p)=(a0|p),|x|p=pk

χp(x)dx,
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where x0 and a0 are the first digit of x and a, respectively. If k ≤ 0, then χp(x) = 1 and
using (A.3), we have

(A.8) Gm(a) = pm(1− p−1) for 2m ≤ ordpa.

If k = 1, then we have

Gm(a) =
2√
p|a|p

p−1∑
(x0|p)=(a0|p),x0=1

e2π
√−1x0/p =

G(x−1
0 ; p)− 1√
p|a|p

,

where G(n;m) =
∑m

r=1 e
2π

√−1nr2/m is the quadratic Gauss sum. Since p is an odd prime
and p � x0, we have the formula (cf. [Apo 76, p. 195])

(A.9) G(x−1
0 ; p) = (x0|p)G(1; p) =

{
(x0|p)√p for p ≡ 1 (mod 4)√−1(x0|p)√p for p ≡ 3 (mod 4).

We use an arithmetic function λp : Q×
p → C defined by, for p �= 2,

(A.10) λp(x) =


1 if k is even
(x0|p) if k is odd and p ≡ 1 (mod 4)√−1(x0|p) if k is odd and p ≡ 3 (mod 4),

where x = p−k(x0 + x1p+ · · · ). Then we obtain

(A.11) Gm(a) =
λp(a)√|a|p − 1√

p|a|p
for 2m = 1 + ordpa.

Finally, if k > 1, then we have

(A.12) Gm(a) =
2√
p|a|p

p−1∑
(x0|p)=(a0|p),x0=1

e2π
√−1x0/p

p−1∑
x1=0

· · ·
p−1∑

xk−1=0

e2π
√−1xk−1/p = 0

for 2m > 1 + ordpa, since
∑p−1

x=0 e
2π

√−1x/p = 0.
On the other hand, for p = 2, we have easily the following formulas: Let α = 1 +α12 +

α222 + · · · , then

(A.13)
∫
|y|2=2r

χ2(αy2)dy =


2r−1 for r ≤ 0
(−1)α1

√−1 for r = 1
0 for r ≥ 2,
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(A.14)
∫
|y|2=2r

χ2(2αy2)dy =


2r−1 for r ≤ 0
−1 for r = 1√

2(−1)α1+α2(1 + (−1)α1
√−1) for r = 2

0 for r ≥ 3.

From (A.13) and (A.14) we obtain the values of the integrals

(A.15a)
∫

Q2

χ2(αy2)dy = 1 + (−1)α1
√−1;

(A.15b)
∫

Q2

χ2(2αy2)dy =
√

2(−1)α1+α2(1 + (−1)α1
√−1).

Let a = 2−m(1 + a12 + a222 + · · · ). If m is even (resp. m is odd), then changing variable
y = 2−m/2t (resp. y = 2−(m+1)/2t) and using (A.15), we obtain

∫
Q2

χ2(at2)dt =


1+(−1)a1

√−1√
|a|2

for m is even

(−1)a1+a2 (1+(−1)a1
√−1)√

|a|2
for m is odd.

Thus, summing up (A.9) and (A.11), and using an arithmetic function λ2 : Q×
2 → C

defined by

(A.17) λ2(a) =

{ 1√
2
(1 + (−1)a1

√−1) if m is even
1√
2
(−1)a1+a2(1 + (−1)a1

√−1) if m is odd

gives

(A.18)
∫

Qp

χp(ax2 + bx)dx = λp(a)|2a|−1/2
p χp

(
− b

2

4a

)
(a �= 0).

The symbol λp(a) has the following properties: For a, b ∈ Q×
p ,

(i) |λp(a)| = 1 and λp(a)λp(−a) = 1; (ii) λp(a2b) = λp(a);

(iii) λp(a)λp(b) = λp(a+ b)λp(
1
a

+
1
b
); (iv)

∞∏
p=2

λp(a) = 1.

Remark. A function similar to λp(a) was considered by Weil [Wei 64] for locally compact
fields, and the function λp(a) is connected with the Hilbert symbol ( , )H by

λp(a)λp(b) = (a, b)Hλp(ab) for a, b ∈ Q×
p , p �= 2.
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Here by definition the Hilbert symbol (a, b)H , a, b ∈ Q×
p , is equal to +1 or −1 subject to

if the form ax2 + by2 − z2 represents 0 in the field Qp or not.

The p-adic Gaussian integrals on the disc |x|p ≤ pr is given as follows: If p �= 2 and
a �= 0,
(A.19)∫

|x|p≤pr

χp(ax2 + bx)dx =

{
prΩ(pr|b|p) for |a|p ≤ p−2r

λp(a)|2a|−1/2
p χp

(
− b2

4a

)
Ω
(
p−r

∣∣ b
2a

∣∣
p

)
for |4a|p > p−2r;

if p = 2 and a �= 0,
(A.20)

∫
|x|2≤2r

χ2(ax2 + bx)dx =



2rΩ(2r|b|2) for |a|2 ≤ 2−2r

λ2(a)|2a|−1/2
2 χ2

(
− b2

4a

)
δ(|b|2 − 21−r) for |a|2 = 2−2r+1

λ2(a)|2a|−1/2
2 χ2

(
− b2

4a

)
Ω(2r|b|2) for |a|2 = 2−2r+2

λ2(a)|2a|−1/2
2 χ2

(
− b2

4a

)
Ω
(
2−2r

∣∣ b
2a

∣∣
2

)
for |a|2 ≥ 2−2r+3,

where δ(|b|p − pr) is 1 if |b|p = pr and 0 if |b|p �= pr.

The Gelfand-Graev Γ- and B-functions, Γ∞(α) and B∞(α, β) are defined by: for any
α, β ∈ R

(A.21) Γ∞(α) =
∫

R

|x|α−1e−2π
√−1xdx = 2(2π)−αΓ(α) cos

πα

2
,

(A.22) B∞(α, β) =
∫

R

|x|α−1|1− x|β−1dx =
Γ∞(α)Γ∞(β)
Γ∞(α+ β)

.

The Γ∞-function satisfies the relation

(A.23) Γ∞(α)Γ∞(1− α) = 1.

According to (A.22) and (A.23), the B∞-function can be represented in the following form

(A.24) B∞(α, β) = Γ∞(α)Γ∞(β)Γ∞(1− α− β).

We can show that other symmetric representations of the B∞-functions are given by

(A.25a) B∞(α, β) =
Γ(α)Γ(β)
Γ(α+ β)

+
Γ(β)Γ(γ)
Γ(β + γ)

+
Γ(α)Γ(γ)
Γ(α+ γ)

,

(A.25b) B∞(α, β) =
4
π

cos
πα

2
cos

πβ

2
cos

πγ

2
Γ(α)Γ(β)Γ(γ),
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(A.25c) B∞(α, β) =
ζ(1− α)
ζ(α)

ζ(1− β)
ζ(β)

ζ(1− γ)
ζ(γ)

,

where γ = 1−α− β and ζ(s) is the Riemann zeta function. By the well-known functional
equation

(A.26) ζ(1− α) = 2(2π)−α cos
πα

2
Γ(α)ζ(α)

and the relation (A.21), we have

(A.27) Γ∞(α) =
ζ(1− α)
ζ(α)

.

The Gelfand-Graev p-adic Γ- and B-functions are defined analogously by changing R

by Qp. We define

(A.28) Γp(α) =
∫

Qp

|x|α−1
p χp(x)dx =

1− pα−1

1− p−α
, α ∈ R

and

(A.29) Bp(α, β) =
∫

Qp

|x|α−1
p |1− x|β−1

p dx =
Γp(α)Γp(β)
Γp(α+ β)

, α, β ∈ R.

Then we have the following:

(A.30) Γp(α)Γp(1− α) = 1,

(A.31) Bp(α, β) = Γp(α)Γp(β)Γp(1− α− β).

Appendix B: The Γ-function and the Morita p-adic Γ-function. Let s = σ+it ∈
C, where i =

√−1. There are several equivalent definitions for the Γ-function as follows:

(B.1;Euler’s formula) Γ(s) =
1
s

∞∏
n=1

(
1 +

1
n

)s (
1 +

s

n

)−1

.

(B.2;Euler’s integral) Γ(s) =
∫ ∞

0

e−zzs−1dz for σ > 0.

This integral is convergent only when σ > 0. To show that, we remark that for a fixed
ε ∈ R>0 and for any σ ∈ R, there exists M > 0 such that if z > ε, then Mz−2 > e−zzσ−1.
Thus we know that∣∣∣∣∫ ∞

ε

e−zzs−1dz

∣∣∣∣ ≤ ∫ ∞

ε

e−zzσ−1dz ≤M
∫ ∞

ε

z−2dx =
M

ε
.
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Thus integral
∫∞

ε
e−zzs−1dz converges for all s and gives an analytic function of s. The

problem of divergence lies in the other integral:∣∣∣∣∫ ε

0

e−zzs−1dz

∣∣∣∣ ≤ ∫ ε

0

e−zzσ−1dz ≤
∫ ε

0

zσ−1dz =
εσ

σ
if σ > 0.

To find the analytic continuation of Γ(s), we consider ezzs−1 as a function of z ∈ C and
then it is multivalued with a branch point at z = 0. Make a branch cut along the negative
real axis and let P (ε) be the contour which is a loop around the negative real axis, and is
composed of three parts C1, C2(ε), C3. C2(ε) is a counterclockwise oriented circle of radius
ε < 2π with center 0 starting from ε = |ε|e−πi, and C1, C3 are, respectively, the lower and
upper edges of a cut in the z-plane along the negative real axis (i.e., z = re−πi on C1 and
z = reπi on C2 where r varies from ε to ∞). Then we have∫

P (ε)

ezzs−1dz = lim
ε→0

{(
eπis − e−πis

) ∫ ∞

ε

e−rrs−1dr + iεs
∫

C2(ε)

eεeiθ

(eiθ)s−1eiθdθ

}

For σ > 0 the second integral on the right vanishes as ε → 0. After taking the limit, we
have an analytic continuation of Γ(s) to the left-hand half plane,

(B.3) Γ(s) =
1

2i sin(πs)

∫
P (ε)

ezzs−1dz for σ > 0 and for s �= integer.

By writing the integral (B.2) as two piece,

Γ(s) =
∫ 1

0

e−zzs−1dz +
∫ ∞

1

e−zzs−1dz,

we see that the second term is analytic everywhere because its derivative exists and the
range of integration does not include any singularities of the integrand. Now expand e−z

and reverse the order of summation and integration. This gives,∫ 1

0

e−zzs−1dz =
∞∑

n=0

(−1)n

n!

∫ 1

0

zs+n−1dz =
∞∑

n=0

(−1)n

n!
1

s+ n
.

Thus we have

(B.4) the singularities of Γ(s) are simple poles on the real axis at s = 0,−1,−2, · · · , with
residue (−1)n/n! at s = −n.

(B.5;Euler) Γ(s) = lim
n→∞

nsn!
s(s+ 1) · · · (s+ n)

for s �= 0,−1,−2, · · · .
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(B.6;Weierstrass)
1

Γ(s)
= seCs

∞∏
n=1

(
1 +

s

n

)
e−s/n for all s,

where C = limn→∞
(
1 + 1

2 + · · ·+ 1
n − logn

)
= 0.5772157 · · · is Euler’s constant.

(B.7) Γ(s) has an essential singularity at s =∞.

(B.8) Γ(s) has no zeros because the product converges for all s in (B.6).

(B.9) Γ(1) = 1, Γ(1
2 ) = π, Γ(n) = (n− 1)!, limn→∞

Γ(s+n)
Γ(n)ns = 1 and C = −Γ′(1).

(B.10) (Two functional equations) Γ(s+ 1) = sΓ(s) and Γ(s)Γ(1− s) = π/ sin(πs) for all
s.

(B.11) (Legendre’s duplication formula) Γ(s)Γ
(
s+ 1

2

)
= 2
√
π2−2sΓ(2s).

(B.12) (Gauss’ multiplication formula)

Γ
( s
n

)
Γ
(
s+ 1
n

)
· · ·Γ

(
s+ n− 1

n

)
=

(2π)
n−1

2 Γ(s)
ns− 1

2
for all s and all n ∈ N.

(B.13) Γ(s) =
∫ 1

0

(
ln

1
t

)s−1

dt for σ > 0.

(B.14) B(α, β) = B(β, α) =
Γ(α)Γ(β)
Γ(α+ β)

,

where B(α, β) is the B-function defined by

B(α, β) =
∫ 1

0

tα−1(1− t)β−1dt, Reα > 0, Reβ > 0.

Let p be an odd prime. Many authors have considered p-adic analogs of the classical
Γ-function. Morita defined the following function in [Mor 75]

(B.15) Γ(M)
p (z) = lim

m→z
(−1)m

m−1∏
(p,j)=1,j=1

j,

where m approaches z through positive integers. Γ(M)
p (z) is called the Morita p-adic Γ-

function. This gives a continuous function Γ(M)
p : Zp → Z×

p , where Z×
p is the group of

p-adic units, which satisfies the functional equation:

(B.16) Γ(M)
p (z + 1) =

{
−zΓ(M)

p (z) if z ∈ Z×
p

−Γ(M)
p (z) if z ∈ pZp.
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Morita shows that Γ(M)
p is analytic on pZp and gives a uniform analytic function on the

set {x ∈ Cp : |x|p ≤ p}. It is not analytic on the closed unit disc, or else the functional
equation Γ(M)

p (z + 1) = −Γ(M)
p (z) would hold on all of Zp.

Γ(M)
p (z) satisfies the following properties:

(B.17) Γ(M)
p (z)Γ(M)

p (1− z) = (−1)z0 if z0 ≡ z (mod p), z0 ∈ Z×
p .

(B.18) lim
p→∞Γ(M)

p (n) = (−1)nΓ(n), n ∈ N.

(B.19) Γ(M)
p (mz) = cmm

mz−1−[(mz−1)/p]
m−1∏

(m,p)=1,a=0

Γ(M)
p (z + a/m),

where m ∈ N and cm is a constant depending on m.
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