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1. Introduction

It is one of the profound problems in differential geometry to classify and construct

harmonic maps from a Riemann surfaceM into a compact Lie groupG or a symmetric

spaceG/K. These objects are related with many fundamental examples in differential

geometry, in particular, with minimal surfaces, which have been studied for a long

time by geometers. In the late 1970’s, such harmonic maps also appeared as non-

linear sigma models or chiral models in mathematical physics. Since then, in the

study of harmonic maps, many interesting results have been established but major

open problems still remain. For example, when the genus of a Riemann surface M is

greater than 1, the classification of such harmonic maps is not obtained yet.

When M is the Riemann sphere, the well-established twistor theory of harmonic

maps is useful to describe harmonic maps of M into G/K. In fact, this idea was first

used by Calabi [11], [12] in his study of minimal 2-spheres in Sn. Moreover, harmonic

maps of a two-sphere into a complex Grassmann manifold have been studied and

classified in [3], [30] and [31].

In this case, any harmonic map is covered by a horizontal holomorphic map into

an auxiliary complex manifold, a twistor space, and the study of such harmonic maps

is therefore reduced to a problem in algebraic geometry. In this sense, the case of

genus 0 has been accomplished.

In general, each harmonic map of a Riemann surface M into a sphere Sn or a

complex projective space CP n has a sequence of invariants, which are given as holo-

morphic differentials on M measuring the lack of orthogonality of iterated derivatives

of the map. In particular, when all these invariants vanish, such harmonic map is ob-

tained from a holomorphic curve in a twistor space. These harmonic maps are called

isotropic. Since every holomorphic differential on the Riemann sphere vanishes, any

harmonic 2-sphere in Sn or CP n is isotropic.

For the case of harmonic tori in a sphere Sn or a complex projective space CP n,
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we have the following two possibilities:

(1) All invariants vanish, that is, the harmonic torus is isotropic.

(2) The harmonic torus is not isotropic.

In the former case, such torus is again covered by a holomorphic curve in a twistor

space. In the latter case, these harmonic tori are called non-isotropic. In 1995

Burstall [1] proved that any non-isotropic harmonic torus in a sphere or a complex

projective space is covered by a primitive harmonic map of finite type into a certain

generalized flag manifold. Subsequently, Udagawa [28] generalized Burstall’s result

to those harmonic tori into a complex Grassmann manifold G2(C
4) of 2-dimensional

complex linear subspaces in C
4 and also constructed, by using a Symes formula,

weakly conformal non-superminimal harmonic maps from the complex line to G2(C
4).

Employing these facts, as well as algebro-geometric methods, McIntosh proved that

every non-isotropic harmonic torus in a complex projective space corresponds to a

map constructed from a triplet (X,π,L), consisting of an auxiliary algebraic curve

X, and a rational function π and a line bundle L on X. Such triplet is called a

spectral data. Thus McIntosh realized the moduli space of non-isotropic harmonic

tori in complex projective spaces as a subset of the moduli space of these spectral

data.

Therefore it seems natural to ask the following: Which spectral data corresponds

to a harmonic torus in a complex projective space?

In this thesis, we give a partial answer to this problem. More precisely, we prove

a criterion on the periodicity of harmonic maps constructed from the spectral data

whose spectral curves are smooth rational or elliptic curves.

Before describing the plan of this thesis, we now review briefly McIntosh’s results

and state our main theorems.

McIntosh [17], [18] has constructed a significant correspondence between the follow-

ing two spaces: the space of non-isotropic, linearly full harmonic maps ψ : R
2 → CP n

of finite type, up to isometries, and that of triplets (X,π,L) consisting of a real,
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complete, connected algebraic curve X(which we call the spectral curve for ψ), a

rational function π on X and a line bundle L over X, which are required to satisfy

certain conditions.

This correspondence yields a harmonic map from a spectral data in the following

fashion. Take a spectral data (X,π,L). On the Jacobian variety J(X) of the spectral

curve X, we consider a real 2-dimensional linear flow L : R
2 → J(X), z �→ L(z). Then

we know that each line bundle contained in this flow has the following properties.

Denoting by H0(X,L ⊗ L(z)) the space of global holomorphic sections of L ⊗ L(z),

we see that the dimension of H0(X,L⊗L(z)) is n+1 if the degree of π is n+1. Let R

be the ramification divisor of π. Then, since (L⊗L(z))⊗ρ∗X(L ⊗ L(z)) is isomorphic

to the divisor line bundle OX(R), each line bundle L ⊗ L(z) has a natural bilinear

form h via a trace map H0(X,OX(R)) → H0(P1,O�1) ∼= C, which is induced from

π. Thus we obtain a vector bundle W of rank n+ 1 over R
2 with the fiber metric h,

where the fiber of W at z ∈ R2 is given by H0(X,L ⊗ L(z)).

Next, we consider subbundles W0, . . . ,Wn−m and a connection ∇ of W , which

enjoy the following property: The rank of Wi is i+ 1 and

W0 ⊂ · · · ⊂Wn−m ⊂ W, ∇∂/∂zWi ⊂ Wi+1.

Then these subbundles satisfy the weak form of Griffiths transversality, which is

almost the condition for the corresponding map to be harmonic (primitive harmonic).

For each z ∈ R2, by using the above connection, we can identify the fiber of W0 at z

with a complex line in the (n+1)-dimensional complex vector space H0(X,L⊗L(0)).

In this way, we get a desired harmonic map ψ : R2 → CP n.

With these understood, for spectral data with rational spectral curves, we shall

prove the following

Theorem 9. Let X be the smooth rational curve P1. Then (X,π,L) is a spectral

data if and only if the following conditions are satisfied:

(1) (X, ρX) is real isomorphic to (P1, ρ). By an affine coordinate λ of P1, ρ is
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given by λ �→ 1/λ̄ and π is expressed as

π(λ) = α0λ
m+1

∏n−m
j=1 (λ− Pj)∏n−m
j=1 (λ−Qj)

, P0 = 0, α0 =

∏n−m
j=1 (1 −Qj)∏n−m
j=1 (1 − Pj)

for some m and n with 1 � m � n−1. Here Pj ∈ XS = {λ ∈ X | 0 < |λ| < 1}
and Qj = 1/Pj for any 1 � j � n−m.

(2) L is a line bundle of degree n.

Theorem 10. Choosing a complex coordinate on the source suitably, the harmonic

map Ψ: R2 → CP n corresponding to the above spectral data (Xτ , π, L) is given by

z = x+
√−1y �→ [Ψ0(z) : Ψ1(z) : · · · : Ψn(z)],

where Ψi(z) is a function defined by

Ψi(z) = exp
(
η−1

i z − ηiz
) ·
∏n−m

j=1 (ηi − Pj)∏n−m
j=1 (ηi −Rj)

.(1.1)

Here {η0, . . . , ηn} is the inverse image π−1(1) of 1 by π and R+ =
∑n

j=1Rj is a

divisor given by the intersection of XS with R, that is, R+ = XS ∩R.

As for spectral data with elliptic spectral curves, we shall prove

Theorem 12. Let X be a smooth elliptic curve. Then (X,π,L) is a spectral data if

and only if the following conditions are satisfied:

(1) X is an elliptic curve Xτ = C/(Z⊕Zτ), where τ is a pure imaginary number√−1t with t > 0. ρX is an anti-holomorhic involution induced by the usual

conjugation of C. Regarded as a doubly periodic meromorphic function on C,

π is expressed as

π(u) = C
θ1(u− P0)

m+1
∏n−m−1

j=1 θ1(u− Pj) · θ1(u− Pn−m −W )

θ1(u−Q0)m+1
∏n−m

j=1 θ1(u−Qj)

for some m and n with 1 � m � n− 1. Here Pi ∈ XS = {x ∈ X | 0 < Im x <

Im τ/2 (mod Im τZ)} and Qi = Pi (mod Z ⊕ Zτ) for any 0 � i � n − m;

W = (m + 1)P0 +
∑n−m

i=1 Pi − (m + 1)Q0 −
∑n−m

i=1 Qi; P0 �= Pi for i �= 0; W

belongs to Z ⊕ Zτ ; and C is the unique constant such that π(0) = 1.
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(2) Let r : Picn+1(X) → Pic0(X) be a map defined by F �→ F ⊗OX(−R+), where

R+ =
∑n

j=0Rj is a divisor of degree n + 1 given by the intersection of XS

with R, that is, R+ = XS ∩R. Then, L is an element of the inverse image of(
Z ⊕√−1R

)
/ (Z ⊕ τZ) by the composition J ◦ r. Here J is a biholomorphic

map from Picn+1(X) to J(X).

Theorem 13. Choosing a complex coordinate on the source suitably, the harmonic

map Ψ: R2 → CP n corresponding to the above spectral data (Xτ , π, L = OX(D)) is

given by

z = x+
√−1y �→ [Ψ0(z) : Ψ1(z) : · · · : Ψn(z)],

where Ψi(z) is a function defined by

Ψi(z) =µi exp (z[ζw(ηi − P0) − Aηi] − z[ζw(ηi −Q0) − Aηi])

· θ1(ηi − P0)
m
∏n−m

j=1 θ1(ηi − Pj)θ1(ηi +mP0 −
∑n−m

j=1 Pj −D − z + z̄)∏n
j=0 θ1(ηi −Rj)

.(1.2)

Here ζw is Weierstrass’s zeta function, {η0, . . . , ηn} is the inverse image π−1(1) of

1 by π, µi is a constant given by µi = exp
(
2π

√−1(D −R+)Im ηi/t
)
, and A is a

constant depending only on the complex structure of X.

Next, we review McIntosh’s construction of spectral data from these harmonic

maps. To this end, we need a recent work of Burstall and Pedit [5] on dressing orbits

of harmonic maps, who studied an action of a certain loop group on the space of

primitive harmonic maps of R2 into a k-symmetric space. Using their results and the

fact that a flag manifold F r(CP n) is a rank one (r + 2)-symmetric space, McIntosh

proved that possibly after an isometry, every primitive lift of finite type lies in a

single dressing orbit OΛ. A distinctive feature of these orbits OΛ is that they admit

a hierarchy of commuting flows (conservation laws). We show that this hierarchy can

be used to characterize those harmonic maps of finite type, that is, a harmonic map

in OΛ is of finite type if and only if its orbit under the hierarchy is finite-dimensional.

Moreover, on this orbit, there exists a dynamical system whose flows are generated
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by the action of an abelian Lie subalgebra CR of the loop algebra. In terms of this

subalgbra, a harmonic map of finite type is described as a map with finite dimensional

CR-orbit. The stabilizer of such a point determines a maximal abelian subalgebra R

of the Lie algebra of polynomial Killing fields for the map. Then R is a commutative

one-dimensional unital C-algebra and the spectrum Spec R of R is an affine curve

whose completion by smooth points yields X. Since the Killing fields are elements of

the loop algebra, R comes equipped with a representation, which provides X with L.

Furthermore, the tangent space to the CR-orbit is identified with the tangent space

to a real subgroup JR(X) of J(X), whose dimension gives the arithmetic genus of X.

In connection with the periodicity, McIntosh observed that the harmonic map of

R2 into a complex projective space CP n associated to a spectral data (X,π,L) is

doubly periodic if and only if a certain homomorphism from R2 to a generalized

Jacobian J(X�) is doubly periodic. However, generally it is hard to compute this

homomorphism. In the case of spectral data with spectral curves of genus 0 or 1, we

shall explicitly construct these homomorphisms and prove the following

Theorem 11. Let Ψ: R2 → CP n be the harmonic map in Theorem 10. Then Ψ is

doubly periodic with periods v1, v2 ∈ C if and only if the set

V =
⋂

1�i�n

π

βi
(R ⊕√−1Z)(1.3)

contains the 2-dimensional lattice M = Zv1 ⊕ Zv2, where β1, . . . , βn are complex

numbers defined by βi = η−1
i − η−1

0 .

For the case of an elliptic spectral curve X, we shall also prove the following

Theorem 14. The harmonic map Ψ: R2 → CP n in Theorem 13 is doubly periodic

with periods v1, v2 ∈ C if and only if the set V =
⋂

0�i�n Vi contains the 2-dimensional

lattice M = Zv1 ⊕ Zv2, where V0, . . . , Vn are the sets defined by

Vi =

πβ
−1
i

(
R ⊕√−1Z

)
if βi �= 0,

C otherwise.
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Here β0, β1, . . . , βn are complex numbers defined by

β0 = −2π/t, βi = [ζw(η0 − P0) − ζw(ηi − P0) −B (η0 − ηi)τ
−1] (1 � i � n).

Now we summarize the content of each section.

In Section 2, we recall the definition of the spectral data, and review, with a slight

improvement, McIntosh’s construction of harmonic maps in terms of these spectral

data.

In Sections 3 and 4, we shall review fundamental results obtained by McIntosh. The

harmonicity of the maps constructed in the previous sections is shown in Section 3.

We also describe in Section 4 the construction of spectral data conversely from non-

isotropic harmonic tori in complex projective spaces.

In Section 5, we discuss the properties of spectral data whose spectral curves are

compact connected Riemann surfaces.

In Section 6, all spectral data with smooth rational or elliptic spectral curves

are classified (Theorems 9 and 12), and corresponding harmonic maps are explicitly

constructed (Theorems 10 and 13). Moreover, we prove a necessary and sufficient

condition for a constructed harmonic map to be doubly periodic (Theorems 11 and

14). We also construct some examples of harmonic tori by using the method developed

in this section. In Sections 6.3 and 6.4, the proofs of Theorems 9 and 12 are given

respectively. Sections 6.5 and 6.6 are devoted to proving Theorems 10 and 13. Finally,

in Section 6.7 we introduce certain homomorphisms into generalized Jacobians of

spectral curves and prove Theorem 14.
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2. Construction of harmonic maps into complex projective spaces

from spectral data

2.1. Spectral data. Let P1 be the smooth rational curve and λ an affine coordinate

on it. Let ρ be an anti-holomorphic involution on P
1 defined by λ �→ 1/λ. Then the

fixed point set of ρ consists of the equator S1 defined by {λ ∈ P1 | |λ| = 1}.
First we recall the definition of a spectral data introduced by McIntosh (cf. §2.1

in [18]).

Definition 1. A spectral data is a triplet (X,π,L) of isomorphism classes which

satisfies the following conditions:

(1) X is a complete, connected, algebraic curve of arithmetic genus p, with a real

involution ρX.

(2) π is a meromorphic function on X of degree N = n+1 satisfying π◦ρX = 1/π,

with a distinguished zero P0 of degree m+1 (m � 1) and a pole P∞ = ρX(P0).

We regard X as a covering of degree n+ 1 of the rational curve P1 via π.

(3) L is a line bundle over X of degree p+ n satisfying

(2.1) L ⊗ ρX∗L ∼= OX(R),

where R is the ramification divisor for π. By identifying L with a divisor line

bundle OX(D), we can find a meromorphic function f on X which satisfies

the following conditions:

(a) The divisor (f) of f is given by D + ρ∗XD − R and ρ∗Xf = f .

(b) Let X� be the preimage of S1 by π. Then f is non-negative on X� .

(4) π has no branch points on S1 and ρX fixes every point of X� .

Two triplets are the same if there exists a biholomorphic map between spectral curves

which carries the real structure, the meromorphic function and the isomorphism class

of the line bundle each other.
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When X is a compact conneted Riemann surface, the above definition of spectral

data becomes simpler.

Theorem 1. Let X be a compact conneted Riemann surface. A triplet (X,π,L) is

a spectral data if and only if it satisfies the following conditions:

(1) X is a compact connected Riemann surface of genus p, with real involution

ρX . The set X \Xρ consists of two connected components XN , XS, where Xρ

is the fixed points of ρX . Moreover, Xρ decomposes into the disjoint union

Xρ =
∐ν(X)

i=1 S1
i with S1

i = S1, that is, ν(X) copies of a loop.

(2) π is a meromorphic function on X of degree N = n+1, which satisfies either

that all poles are contained in XN and all zeros are contained in XS, or that

all poles are contained in XS and all zeros are contained in XN . Moreover,

π has a zero P0 of order � 2 and a point x ∈ Xρ such that |π(x)| = 1, and

the set of poles coincides with the image of the set of zeros by ρX.

(3) L is a line bundle over X of degree p+ n satisfying

D + ρX∗(D) ∼= R, δ(L) = 0,

where R is the ramification divisor for π, D is a divisor such that L ∼= OX(D),

and δ(L) is a number defined as follows:

δ(L) = ν(X) − |
{si ∈ Λ | g(si)/g(s1) > 0} − 
{si ∈ Λ | g(si)/g(s1) < 0}|,

where g is a meromorphic function with the divisor (g) = D+ ρX∗D−R and

Λ is the set of points s1, s2, . . . , sν(X) such that si ∈ S1
i and g(si) �= 0,∞.

(The proof of this theorem will be given in Section 5.)

2.2. Construction of harmonic maps into complex projective spaces. By

applying McIntosh’s method of constructing harmonic maps in terms of spectral

data, we shall construct harmonic maps which correspond to spectral data having

smooth rational or elliptic spectral curves. We also prove Theorems 10 and 13 in this

section.
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From now on, for a Riemann surfaceX and a sheaf F on X, we denote by H i(X,F)

and H i(Y,F) the i-th cohomology of the sheaf of holomorphic sections of F and its

restriction to an open subset Y of X, respectively. We also denote the dimension

of H i(X,F) by hi(X,F). Let (X,π,L) be a spectral data as in Definition 1. By

identifying L with a divisor line bundle OX(D), we equip H0(X,L) with a positive

definite Hermitian form h as follows.

For given u, v ∈ H0(X,L), we define a rational function h(u, v) on P1 by

h(u, v)(p) =
∑

x∈π−1(p)

f(x)u(x)(v ◦ ρX)(x),(2.2)

where p is a point of P1. Then it is known that h(u, v) is a constant function and the

following holds.

Theorem 2. ([18]) The Hermitian form h is positive definite on H0(X,L). Moreover,

π∗L is a trivial vector bundle of rank (n+ 1) over P1, where n+ 1 is the degree of π.

Let π−1(1) = {η0, . . . , ηn}, the inverse image of 1 by π, and θi(0 � i � n) a local

trivialization for L over a neighbourhood of ηi. Using these local trivializations, the

Hermitian form h in (2.2) has also the following expression. For u ∈ H0(X,L), let

u0, . . . , un be the complex numbers defined by u(ηi) = uiθi(ηi). For v ∈ H0(X,L),

we define the complex numbers v0, . . . , vn in a similar way. Then (2.2) becomes

h(u, v) =
n∑

i=0

aiuivi,(2.3)

where a0, . . . , an are positive real numbers depending only on the choice of θ0, . . . , θn.

Next we construct a line bundle L(z) with a complex parameter z. Let U(P0)

be a neighbourhood of P0 and U(P∞) a neighbourhood of P∞ defined by U(P∞) =

ρX(U(P0)). Let ζ be a meromorphic function on U(P0)∪U(P∞) satisfying π = ζm+1

and ζ ◦ ρX = 1/ζ̄. We fix an open cover XA ∪ XI of X, where XA = X \ {P0, P∞}
andXI = U(P0)∪U(P∞). Let L(z) be the unique line bundle with local trivializations
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θz
A and θz

I over XA and XI respectively, such that

θz
I = exp(zζ−1 − z̄ζ) θz

A on XA ∩XI .(2.4)

Let L0 be an ideal sheaf of L defined by L0 = L(−mP0 − E0), where E0 is the

restriction of the zero divisor of π to XA, that is, E0 = P1 + P2 + · · · + Pn−m. Then

it is known that H0(X,L0 ⊗ L(z)) is a one-dimensional complex vector space. For

each z ∈ C, fix a non-zero global section τ of L0 ⊗ L(z). Then τ ⊗ θz
A
−1 belongs to

H0(XA,L) and we can find holomorphic functions ψz
0 , . . . , ψ

z
n over P1 \ {0,∞} such

that

τA ⊗ θz
A
−1 = (ψz

0 ◦ π)σ0 + · · · + (ψz
n ◦ π)σn,(2.5)

where {σ0, . . . , σn} is an orthonormal basis ofH0(X,L) with respect to the Hermitian

form h.

Now we are going to construct a harmonic map corresponding to the spectral data

(X,π,L). Let ψ : R
2 → CP n be a map defined by

z = x+
√−1y �→ [ψz

0(1) : · · · : ψz
n(1)].

Then it is known that ψ is a harmonic map corresponding to the spectral data

(X,π,L). This construction is due to McIntosh, which is described in detail in [17]

and [18]. However, in general it seems difficult to compute ψz
0, . . . , ψ

z
n.

We shall now present a method which determines the values of ψz
0(λ), . . . , ψz

n(λ)

at λ = 1. We define a complex (n+ 1) × (n+ 1) matrix M = (Mij) by

Mij θi(ηi) = σj(ηi).(2.6)

Let tzj be complex numbers defined by

τ ⊗ θz
A
−1(ηj) = tzj θj(ηj).(2.7)

Substituting (2.6) and (2.7) to (2.5), we obtain

t(tz0, . . . , t
z
n) = M t(ψz

0(1), . . . , ψz
n(1)).(2.8)
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Lemma 1. The determinant of M does not vanish.

Proof. Since {σ0, . . . , σn} is an orthonormal basis with respect to h, we have h(σi, σj) =

δij . From this and the identity (2.3), it is easy to see that the following identity holds:

M diag(a0, . . . , an)M ∗ = In+1,

where diag(a0, . . . , an) denotes the diagonal matrix with diagonal components a0, . . . ,

an, and In+1 is the unit matrix of degree n + 1. In particular, we see that the

determinant of M does not vanish. �

Hence the inverse matrix M−1 of M exists, and ψz
0(1), . . . , ψz

n(1) are determined

as

t(ψz
0(1), . . . , ψz

n(1)) = M−1 t(tz0, . . . , t
z
n).(2.9)

Moreover, it is known that the components of the matrix M and tz0, . . . , t
z
n can be

expressed by using theta functions and Baker-Akhizer functions (cf. [16]).

Constructing a special orthonormal basis, the above formula takes a much simpler

form. In fact, for 0 � i � n, take a non-zero element σi ∈ H0(X,L(−η0−· · ·−ηi−1−
ηi+1 − · · · − ηn)). Rescaling σi, we obtain an orthonormal basis {σi} of L, that is,

h(σi, σj) = δij. Then the matrix M is diagonal and Mii is given by

Mii =
σi

θi

∣∣∣∣
ηi

.

Therefore the right hand side of the equation (2.9) becomes

t

(
τ ⊗ θA(z)−1

σ0

∣∣∣∣
u=η0

,
τ ⊗ θA(z)−1

σ1

∣∣∣∣
u=η1

, . . . ,
τ ⊗ θA(z)−1

σn

∣∣∣∣
u=ηn

)
.

(2.10)

Let ψ(z, z̄, u) be a function onX such that ψ(z, z̄, u)θA(z) is an element ofH0(X, L0⊗
L(z)). Setting τ = ψ(z, z̄, u)θA(z) and substituting τ into (2.10), we get

ψz
i (1) =

ψ(z, z̄, u)

σi

∣∣∣∣
u=ηi

for 0 � i � n.(2.11)

Before closing this subsection, we prove the following lemma for later use.
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Lemma 2. Given a function φ(z, z̄, u) on X with the parameter z, let U and V be

neighbourhoods of the set of the points {P0, P∞} which satisfy the following condi-

tions:

(1) {P0, P∞} ⊂ U ⊂ V ⊂ XI.

(2) φ(z, z̄, u) is a holomorphic section of OX(M) on X \U for any z ∈ C, where

M is a divisor on X \ V .

(3) φ(z, z̄, u) exp(−zζ−1 + z̄ζ) is a holomorphic section of OX(N) on V for any

z ∈ C, where N is a divisor on U .

Then φ(z, z̄, u)θA(z) belongs to H0(X,F⊗L(z)) for any z ∈ C, where F ∼= OX(M+

N).

Proof. From the condition (2), φ(z, z̄, u)⊗θA(z) clearly belongs toH0(X\U, OX(M)⊗
L(z)) = H0(X \ U, F ⊗ L(z)). It suffices to show that φ(z, z̄, u) ⊗ θA(z) be-

longs to H0(V, OX(N) ⊗ L(z)) = H0(V, F ⊗ L(z)). By using (2.4), we see that

φ(z, z̄, u) ⊗ θA(z) = φ(z, z̄, u) exp(−zζ−1 + z̄ζ) ⊗ θI(z) on V (⊂ XI). On the other

hand, from the condition (3) it follows that φ(z, z̄, u) exp(−zζ−1 + z̄ζ) is an ele-

ment of H0(V,F) and hence φ(z, z̄, u) ⊗ θA(z) belongs to H0(V, F ⊗ L(z)). Thus

φ(z, z̄, u)θA(z) is a global holomorphic section of F ⊗ L(z) on X. �
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3. Proof of the harmonicity of corresponding maps

In this section, we shall prove the harmonicity of those maps constructed in the

previous section. For this purpose, we shall show that a primitive map from a Rie-

mann surface M into a certain flag bundle F r(CP n) over CP n is harmonic. Moreover,

a map from M to CP n obtained as the projection of the above map is also harmonic.

Since the maps constructed in the previous section conicide with such projections,

this completes the proof.

3.1. Primitive maps. First, we will recall the definition of primitive maps. Let

pr : F r(CP n) → CP n donote the bundle of flags in the holomorphic tangent bundle

T 1,0
CP n with fiber

F r
x (CP n) = {w1 ⊂ · · · ⊂ wr ⊂ T 1,0

x CP n | dim wj = j}.

Let Ui denote the unitary group of degree i. For convenience, set m = r + 1. We

denote by G and H the groups Un+1 and U1 × · · · × U1︸ ︷︷ ︸
m+1 times

×Un−m, respectively. Then,

we can represent F r(CP n) = G/H as a homogeneous space. Denote by g and h the

Lie algebras of G and H, respectively. Then we have the canonical decomposition

g = h + m.

It is known that F r(CP n) have the structure of (r+2)-symmetric space in the sense

of Kowalski [15]. In fact, let ν be an automorphism on G defined by g �→ Ad(σ)g with

σ the diagonal matrix diag(1, ω, . . . , ω−r, ω−r−1, . . . , ω−r−1) for ω = exp(2π
√−1/(r+

2)). Let τ be the automorphism indueced by ν of order (r + 2) on G/H which gives

the (r + 2)-symmetric structure on G/H. Let gi be the ωi- eigenspace of τ , where

ω = exp(2π
√−1/(r + 2)). Then we have

g� =
r∑

i=0

gi, h� = g0, m� =
r+1∑
i=1

gi,

g−i = gi, [gi, gj] ⊂ gi+j .

The map g −→ Tx(G/H) given by ξ �→ d/dt |t=0 exp tξ ·x restricts to an isomorphism
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Ad(g)·m −→ Tx(G/H). We denote its inverse map by β : Tx(G/H) −→ Ad(g)·m ⊂ g

and we may regard β as a g-valued 1-form on G/H, which is called the Maurer-Cartan

form for G/H. Denote by [gi] the vector bundle over G/H, for which the fiber at

x = g · o ∈ G/H is given by Ad(g)gi.

Definition 2. The map ψ : C → F r(CP n) is said to be primitive if (ψ∗β)(∂/∂z) is

[g−1]-valued, where β is the Maurer-Cartan form for G/H.

3.2. A parallel transport. In order to construct a desired map from R2 and a

connection for a line bundle over R2, we need to define a parallel transport of a

section of L to that of a line bundle over R
2. Let J(X) denote the Jacobian variety

of the spectral curve X, i.e., J(X) = H1(X,O)/H1(X,Z), which is a p-dimensional

complex torus, p being the genus ofX, and defined by the long exact sequence induced

from the short exact sequence

0 −→ Z −→ O exp−→O∗ −→ 0.

The set of all line bundles L ∈ J(X) which satisfy ρX∗L ∼= L−1 forms a subgroup

of J(X) by tensor product. We denote by J� (X) the connected component of the

identity of this subgroup (the identity is given by trivial line bundles). Then, it is

known that J� (X) is a p-dimensional real torus. For any L ∈ J� (X), we see that a

line bundle L⊗L satisfies (L⊗L)⊗ ρX∗(L ⊗ L) ∼= OX(R). In this case, we say that

L ⊗ L is real. Note that when we replace L by L ⊗ L for L ∈ J� (X), we see that f

is still non-negative on the preimage X� of the equator S1. In fact, f is independent

of L. Since deg(L⊗ L) = deg(L) = n + p, it follows from Theorem 2 that π∗(L⊗ L)

is a trivial bundle of rank n+ 1 and h0(X,L ⊗ L) = n+ 1.

Now, consider a complex vector bundle H0(X) �→ J� (X) for which the fiber at

L ∈ J� (X) is given by a (n + 1)-dimensional complex vector space H0(X,L ⊗ L).

Recall that X = XA ∪XI . A given line bundle L ∈ J(X) can be trivialized over XA

or XI . We denote by θA and θI its trivializing sections over XA and XI , respectively,
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i.e.,

L |XA

θA∼=XA × C, L |XI

θI∼=XI × C.

Over XA ∩ XI , we have a transition relation θI = eaθA. Thus, for L ∈ J� (X),

we have a 1-cocycle (ea, XA, XI). Conversely, each 1-cocycle (ea, XA, XI) defines a

line bundle L with ea as a transition function. Then, consider a map L : G =

H0(XA ∩XI ,OX) −→ J(X) defined by a �→ L(a), where L(a) denotes a line bundle

with a transition function ea. Set

G� = {a ∈ G | ρX∗a = −a}.

Then, we see that Im(L |G�) = J� (X).

Now, fix a trivializing section θ for L over XI such that Tr(f · θ ⊗ ρX∗θ) = 1. Here

Tr is the trace homomorphism, which sends each element of H0(X,OX(R)) to those

of H0(P1,O�1). For a ∈ G� , set θa = θ ⊗ θI , which gives a trivializing section for

L ⊗ L(a) over XI . We now want to define a map

ιa : H0(XA,L ⊗ L(a)) −→ H0(XA,L).

Lemma 3. For σa ∈ H0(XA,L ⊗ L(a)), define ιa(σa) by

ιa(σa) = ea(σaθ
−1
a )θ.

Then, we have ιa(σa) ∈ H0(XA,L).

Proof. Let τ be a trivializing section of L over XA. We may write θ = ecτ . Hence we

have θa = ea+cτ ⊗ θA. Now, we calculate

ιa(σa) = ea(σaθ
−1
a )θ

= e−cσa(τ ⊗ θA)−1θ = σa(τ ⊗ θA)−1τ,
(3.1)

where σa(τ ⊗ θa)
−1 is a holomorphic function over XA and τ is a trivializing section

of L over XA. Therefore we have ιa(σa) ∈ H0(XA,L). �
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In fact, ιa : H0(XA,L ⊗ L(a)) −→ H0(XA,L) is an isomorphism. The injectivity

of ιa is obvious. To show the surjectivity of ιa, take an arbitrary σ ∈ H0(XA,L).

Then, we may write σ = bτ for some b ∈ H0(XA,O). Choose σa = b(τ ⊗ θA). Then

we have ιa(σa) = bτ = σ by (3.1), proving the surjectivity of ιa.

Let L∗H0(X) → G� deonte the pull-back bundle of the bundle H0(X) → J� (X)

by L : G� −→ J� (X). Let {τ0, · · · , τn} be an orthonormal frame of global sections

of L, and denote by B the algebra of holomorphic maps A → C. Then we have

H0(XA,L) = Span{τ0, · · · , τn}|XA
, since H0(XA,L) is a free B-module of rank (n+1)

by the fact that H0(XA,L) = H0(A, π∗L) and π∗L is a trivial bundle of rank (n+1).

Any element of H0(XA,L) is expressed as
∑
σj(λ)τj. Define an evaluation map ev1 :

H0(XA,L) −→ H0(X,L) by
∑
σj(λ)τj �→

∑
σj(1)τj, where σj(1) is the value of σj(λ)

at λ = 1. Then the composition ev1 ◦ ιa |H0(X,L⊗L(a)): H
0(X,L⊗L(a)) −→ H0(X,L)

gives rise to an isomorphism. Indeed, clearly it is surjective by its construction and

is injective by the fact that h0(X,L ⊗ L(a)) = h0(X,L) = n+ 1.

Lemma 4. Let σ1, σ2 ∈ H0(X,L ⊗ L(a)), and set sj = ιa(σj) for j = 1, 2. Then

h(s1, s2) is constant.

Proof. For simplicity, set L(a) = L⊗ L(a).

We first note that the map ιa : H0(XA,L(a)) −→ H0(XA,L) induces an iso-

morphism κa : H0(XA,L(a) ⊗ ρX∗L(a)) −→ H0(XA,L ⊗ ρX∗L). In fact, κa(σ) =

σ(θa ⊗ ρX∗θa)
−1θ ⊗ ρX∗θ, because the transition functions ea for L(a) and e−a for

ρX∗L(a) cancel out each other. Set s12 = κa(σ1 ⊗ ρX∗σ2). We claim that s12 is a

globally defined holomorphic section of L ⊗ ρX∗L. Indeed, s12 is holomorphic over

XA. In order to see that it is also holomorphic over XI , set fj = σjθ
−1
a for j = 1, 2,

which is a holomorphic function on XI . Then we have

s12 = σ1 ⊗ ρX∗σ2(θa ⊗ ρX∗θa)
−1θ ⊗ ρX∗θ

= f1θ ⊗ ρX∗(f2θ),
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which shows that s12 is also holomorphic over XI , since θ is a holomorphic frame

field over XI . Thus, s12 is a globally holomorphic section as claimed.

Now we have

h(s1, s2) = h(ιa(σ1), ιa(σ2))

= Tr(f · ιa(σ1) ⊗ ρX∗ιa(σ2))

= Tr(f · κa(σ1 ⊗ ρX∗σ2)) = Tr(f · s12).

Since Tr(f ·s12) ∈ H0(P1,O) (notice that f ·s12 ∈ H0(X,OX(R))), we see that h(s1, s2)

is constant. �

3.3. Ideal sheaves on spectral curves. Define a map a : R2 −→ G� by z �→
a(z, z) = zζ−1 − zζ, where ζ is considered only on XA ∩ (U0 ∪ U∞), U0 (resp. U∞)

being a connected component of X0 (resp. X∞) which contains P0 (resp. Q0). Then

L(a) = L(zζ−1 − zζ) is a 2-parameter subgroup of J� (X). We have the following

diagram:

L(a)∗H0(X) −→ L∗H0(X) −→ H0(X) ⊃ H0(X,L ⊗ L)� � �
R

2 a−→ G�

L−→ J� (X) � L

We also write L(a)∗H0(X) as H0(X) if there is no confusion. Fix a h-orthonormal

basis {τj} for H0(X,L) so that (H0(X,L), h) −→ (Cn+1, 〈 , 〉) is an isometry. We

want to decompose the vector bundle H0(X) → R2 into line subbundles which are

orthogonal to each other. To this end, we first define the following line bundles,

whose sheaves of germs of holomorphic sections are subsheaves of the sheaf of germs

of holomorphic sections for L :


Lj = L ⊗OX(−(m− j)P0 − jQ0 −

n−m∑
i=1

Pi) for j = 0, 1, · · · ,m − 1,

Lm = L ⊗OX(−mQ0).

(3.2)

Lemma 5. For j = 0, 1, · · · ,m, each Lj is non-special, i.e., h1(X,Lj) = 0.
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Proof. Set Ij = L ⊗ OX(jP0 − jQ0) for j = 0, 1, · · · ,m. Note that Ij is a real line

bundle, i.e., it satisfies Ij ⊗ ρX∗Ij
∼= OX(R). It follows from Lemma 2 that π∗Ij is a

trivial bundle of rank n + 1. Define Fj by Fj = Ij ⊗ OX(−(m + 1)P0 −
∑n−m

i=1 Pi).

Then we obtain

Fj =


Lj(−P0) for j = 0, · · · ,m − 1,

Lm(−P0 −
n−m∑
i=1

Pi) for j = m.

Note that deg(Fj) = p − 1 for j = 0, 1, · · · ,m.

In general, for any non-special line bundle L we know that H0(X,L(−P )) ∼= {s ∈
H0(X,L) | s(P ) = 0}, where L(D) = L ⊗ OX(D) for a divisor D on X. In fact, if

we fix a meromorphic section τ with the divisor (τ) = (−P ), then taking the tensor

product of each element with τ or τ−1 gives an isomorphism. Now, suppose that Fj

has a non-trivial global section. Then there is a global section of π∗Ij which vanishes

at λ = 0, since any global holomorphic section of Fj gives rise to a global holomorphic

section of Ij with divisor (m+1)P0 +
∑
Pi. However, since π∗Ij is a trivial bundle, it

must be identically zero. Thus, we see that h0(X,Fj) = 0. Now, the Riemann-Roch

formula implies that h1(X,Fj) = 0, because deg(Fj) = p − 1 for j = 0, 1, · · · ,m.

In general, for any line bundle L and any point P ∈ X, h1(X,L) = 0 implies

that h1(X,L(P )) = 0. Indeed, it follows from the Serre duality theorem that 0 =

h1(X,L) = h0(X,Ω1,0
X ⊗L−1), where Ω1,0

X is the holomorphic cotangent bundle (= the

canonical bundle) of X. Again, it follows from the Serre duality that h1(X,L(P )) =

h0(X,Ω1,0
X ⊗ L−1(−P )). Therefore, if there is a non-trivial element of H1(X,L(P )),

then there is a global section of Ω1,0
X ⊗ L−1 vanishing at P . However, it must be

identically zero, because h0(X,Ω1,0
X ⊗ L−1) = 0.

To complete of the proof, it suffices to notice that Lj = Fj(P0) for j = 0, 1, · · ·m−1

and Lm = Fm(P0 +
∑
Pi), and then apply the general theory above to these line

bundles once or successively. �
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Corollary 1. Given any a ∈ G� , we have h1(X,Lj ⊗ L(a)) = 0 for j = 0, 1, · · · ,m.

Proof. We only need to replace L by L ⊗ L(a) in the definition of Ij in the proof of

Lemma 5. �

Corollary 1, together with the Riemann-Roch theorem, yields that

h0(X,Lj ⊗ L(a)) =

 1 for j = 0, 1, · · · ,m − 1,

n+ 1 −m for j = m.

Then, obviously we obtain:

H0(X,L ⊗ L(a)) =
m⊕

j=0

H0(X,Lj ⊗ L(a)) (h-orthogonal sum)

Define a map τ 1 : H0(XA,L) −→ Cn+1 by the composition of {τj} , which identifies

H0(X,L) with Cn+1, and the map ev1. We thus have the following diagram:

H0(XA,L)
ev1−−→H0(X,L)

{τj}−−→C
n+1

ιa

�
H0(XA,L ⊗ L(a)) ⊃ H0(X,L⊗ L(a)) =

m⊕
j=0

H0(X,Lj ⊗ L(a)).

Define line subbundles lj of the trivial bundle R
2 × C

n+1 by

lj = τ 1 ◦ ιa(H0(X,Lj ⊗ L(a)) for j = 0, 1, · · · ,m.

Then it follows that R2 × Cn+1 =
⊕m

j=0 lj, which is an orthogonal direct sum with

respect to the inner product 〈 , 〉 on Cn+1. To see this, it suffices to prove the following

Lemma 6. For z ∈ R
2 and j = 0, 1, · · · ,m, let σj ∈ H0(Lj ⊗L(a)). Set sj = ιa(σj).

Then h(sj , sk) = 0 for j �= k.

Proof. From Lemma 4 we know that h(sj , sk) is constant. Therefore, it suffices to

show that when j �= k, h(sj, sk) is zero at some point of P
1. Setting fj = σjθ

−1
a , we

see that fj is a holomorphic function over XI and sj = ea(σjθ
−1
a )θ = eafjθ. Since σj
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is a global holomorphic section of L⊗L(a), which has a divisor (m−j)P0+jQ0+
∑
Pi

for j = 0, · · · ,m− 1 or a divisor mQ0 for j = m, it follows that fj has a divisor (m− j)P0 + jQ0 +
∑

Pi for j = 0, 1, · · · ,m − 1,

mQ0 for j = m.

Set rjk = f · θ ⊗ ρX∗θfjρX∗fk. Then we have h(sj, sk) = Tr(rjk). Recall that XI =

X0 ∪X∞. Denote by U0 (resp. U∞) a connected component of X0 (resp. X∞) which

contains P0 (resp. Q0). Recall that there are no branch points on X0 and X∞ except

P0 and Q0. Since f · θ⊗ ρX∗θ is a meromorphic function with a divisor (−R), it then

follows that

f · θ ⊗ ρX∗θ =


ζ−m in U0,

ζm in U∞,

1 elsewhere in XI .

Therefore, rjk has a divisor

 (k − j)P0 + (j − k)Q0 +
∑

Pi +
∑

Qi for j, k = 0, 1, · · · ,m − 1,

(m− j)P0 + (j −m)Q0 +
∑

Pi for k = m; j = 0, 1, · · · ,m − 1.

(3.3)

Note that π−1(0) = {(m + 1)P0, P1, · · · , Pn−m} and π−1(∞) = {(m + 1)Q0, Q1, · · · ,
Qn−m}, where (m + 1)P0 (resp. (m + 1)Q0) stands for the point P0 (resp. Q0) with

multiplicity (m+ 1). This, together with (3.3), yields that if j, k < m, then

Tr(rjk) =
∑

π−1(0)

rjk = 0 when k > j,

Tr(rjk) =
∑

π−1(∞)

rjk = 0 when j > k,

and if j < k = m, then

Tr(rjm) =
∑

π−1(0)

rjm = 0,

proving our assertion. �
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Lemma 7. Let σ : R2 −→ H0(X) be a smooth section for which σ(z, z) is a globally

holomorphic section of F ⊗ L(a) for some ideal sheaf F of L. Let D be the covari-

ant differentiation on H0(X) induced by the parallel transport of the vector bundle

H0(X) → R2. Then, D∂/∂zσ (resp. D∂/∂zσ) is a globally defined holomorphic section

of F(P0) ⊗ L(a) (resp. F(Q0) ⊗ L(a)).

Remark. Each Lj is an ideal sheaf of L.

Proof. We can define a connection D on the bundle H0(X) by

DZσ = ι−1
a (Zιa(σ)),

where σ is a section of the bundle H0(X) → R
2 and Z is an arbitrary vector field on

R2. Setting s = ιa(σ) and f = σθ−1
a , we see that s = eafθ : R2 −→ H0(XA,L) and

f : R2 −→ H0(XI ,F ⊗ L−1). Recall that a = zζ−1 − zζ. Then we obtain
∂s

∂z
= ζ−1eafθ +

∂f

∂z
eaθ =

(
ζ−1f +

∂f

∂z

)
eaθ ∈ H0(XA,F(P0)),

∂s

∂z
= −ζeafθ +

∂f

∂z
eaθ =

(
−ζf +

∂f

∂z

)
eaθ ∈ H0(XA,F(Q0)).

Thus, it follows from the definition of D that
D∂/∂zσ =

(
ζ−1f +

∂f

∂z

)
θa ∈ H0(XI ,F(P0) ⊗ L(a)),

D∂/∂zσ =

(
−ζf +

∂f

∂z

)
θa ∈ H0(XI ,F(Q0) ⊗ L(a)).

Since ∂s/∂z is holomorphic over XA, so is D∂/∂zσ over XA. In consequence, D∂/∂zσ is

holomorphic over X = XA ∪XI and defines a global holomorphic section of F(P0)⊗
L(a).

The proof for the case of D∂/∂zσ is similar. �

Let σ0, σ1, · · · , σn be global holomolphic sections of the bundle H0(X) → R
2, for

which H0(X,Lj ⊗L(a)) = Span{σj} for j = 0, 1, · · · ,m−1 and H0(X,Lm ⊗L(a)) =

Span{σm, · · · , σn}. Set sj = ιa(σj) for j = 0, 1, · · · , n. Then, {s0, · · · , sn} defines

a free system of generators for H0(XA,L). Recall that B denotes the algebra of
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holomorphic maps A→ C. Let Vj and Vm be B-modules generated, respectively, by

sj and sm, · · · , sn, where j = 0, 1, · · · ,m− 1. We then have

H0(XA,L) =
m∑

j=0

Vj,

which is a h-orthogonal direct sum by Lemma 6. We denote by Πj : H0(XA,L) −→ Vj

the h-orthogonal projection onto Vj.

Lemma 8. Each map sj : R
2 −→ H0(XA,L) satisfies

∂sj

∂z
∈ Vj

⊕
Vj+1 for j = 0, 1, · · · ,m − 1,

∂sk

∂z
∈ Vm

⊕
V0 for k = m, · · · , n,

and 
Πj+1

(
∂sj

∂z

)
�= 0 for j = 0, 1, · · · ,m − 1,

Π0

(
∂2sm−1

∂z2

)
�= 0.

Proof. As in the proof of Lemma 7, write sj = eafjθ with fj = σjθ
−1
a , where σj ∈

H0(X,Lj ⊗ L(a)).

[Case 1 : j = 0, 1, · · · ,m−2] By Lemma 7 we haveD∂/∂zσj ∈ H0(X,Lj(P0)⊗L(a)).

Recall that if L is non-special, then so is L(P ) for any point P ∈ X. Therefore we see

that Lj(P0)⊗L(a) is non-special by Corollary 1. Then it follows from the Riemann-

Roch formula that h0(X,Lj(P0) ⊗ L(a)) = 2.

Now, obviously, H0(X,Lj(P0) ⊗ L(a)) is generated by σj and σj+1, since Lj =

Lj(P0)⊗OX(−P0) and Lj+1 = Lj(P0)⊗OX(−Q0), which show that Lj and Lj+1 are

subsheaves of Lj(P0). Therefore we obtain

∂sj

∂z
∈ Vj

⊕
Vj+1.

Moreover, since ι−1
a (∂sj/∂z) = (ζ−1fj +∂fj/∂z)θa and ζ−1fjθa = ζ−1σj cannot be an

element of H0(XI ,Lj ⊗ L(a)), we must have Πj+1(∂sj/∂z) �= 0.
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[Case 2 : j = m−1] As in Case 1, we have ∂sm−1/∂z ∈ Vm−1

⊕
Vm, ι−1

a (∂sm−1/∂z) ∈
H0(X,Lm−1(P0) ⊗ L(a)) and Πm(∂sm−1/∂z) �= 0. In this case, although Lm is not

a subsheaf of Lm−1(P0), it is enough to consider Lm(−∑Pi), which is a subsheaf of

Lm.

Next, we show Π0(∂
2sm−1/∂z

2) �= 0. We have

ι−1
a

(
∂2sm−1

∂z2

)
=

(
ζ−2fm−1 + 2ζ−1∂fm−1

∂z
+
∂2fm−1

∂z2

)
θa

∈ H0(X,Lm−1(2P0) ⊗ L(a)).

Notice that Lm−1(2P0) = L(P0 − (m− 1)Q0 −
∑
Pi) and h0(X,Lm−1(2P0)⊗L(a)) =

3 by the Riemann-Roch formula. Hence, H0(X,Lm−1(2P0) ⊗ L(a)) has a section

induced from a meromorphic section of L ⊗ L(a), which has a pole of order 1 at P0.

Indeed, ζ−2fm−1θa gives rise to such a section. We observe that Lm−1,Lm(−∑Pi)

and L(P0−(m+1)Q0−
∑
Pi) are subsheaves of Lm−1(2P0). Since λ−1σ0 is a section of

L(P0−(m+1)Q0−
∑
Pi) (note that (λ) = (m+1)P0−(m+1)Q0 on U0∪U∞), it follows

that Lm−1(2P0) is generated by σm−1, σm, · · · σn and λ−1σ0. Among them, λ−1σ0 is

the only one which has a pole of order 1 at P0. This implies that Π0(∂
2sm−1/∂z

2) �= 0.

[Case 3 : k = m, · · · , n] Similarly, we have ι−1
a (∂sk/∂z) ∈ H0(X,Lm(P0) ⊗ L(a))

and h0(X,Lm(P0)⊗L(a)) = n−m+2. In this case, Lm and L(P0−(m+1)Q0−
∑
Pi)

are subsheaves of Lm(P0), and Lm(P0) is generated by σm, · · · , σn and λ−1σ0. Thus

we have ∂sk/∂z ∈ Vm

⊕
V0. �

Now, we are in a position to prove the following theorem.

Theorem 3. Let l0, · · · , lm(m ≥ 2) be the subbundles of R2×Cn+1 constructed above.

Then l0 determines a harmonic map ψ0 : R
2 −→ CP n of isotropy order m, where the

isotropy order m is defined by

m = max{j : all line bundles V0, . . . ,Vj are mutually orthogonal}.

Here V0 = l0 and for i � 1, under the orthogonal projection π⊥
i−1 : Cn+1 −→ V ⊥

i−1 onto

the orthogonal bundle V ⊥
i−1 of Vi−1, Vi is a line bundle defined by Vi = π⊥

i−1 (∂Vi−1/∂z).
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Note that this theorem implies the harmonicity of the map associated with (X,π,L),

which is constructed in the previous section, since it is equal to ψ0 by definition.

Proof of Theorem 3. Recall the map τ 1 : H0(XA,L) −→ Cn+1. We see that

τ 1(Vj) = lj. Obviously, the map τ 1 and the differentiation ∂/∂z commute. Denote

by πj : C
n+1 −→ lj the orthogonal projection onto lj. Then we observe that τ 1 ◦Πj =

πj ◦ τ 1.

It then follows from Lemma 8 that

∂

∂z
lj ⊂ lj ⊕ lj+1 for j = 0, 1, · · · ,m,

πj+1

(
∂lj
∂z

)
�= 0 for j = 0, 1, · · · ,m − 1,

π0

(
∂2lm−1

∂z2

)
�= 0,

(3.4)

where we use the convention that lm+1 = l0. Thus, a map ψ = (l0, l1, · · · , lm) :

R2 −→ F r(CP n) is a primitive map. In fact, the complexification of the tangent

bundle of F r(CP n) is given by T � (F r(CP n)) =
⊕

i�=j Hom(li, lj). On the other

hand, (ψ∗β)(∂/∂z) takes values in
⊕m

i=0 Hom(li, li+1) with lm+1 = l0 by (3.4). Recall

that F r(CP n) has the structure of (m + 1)-symmetric space such that (lj)x is a ωj-

eigenspace of the automorphism τx of order (m+1), where ω = exp(2π
√−1/(m+1)).

Then we have [G1] =
⊕m

i=0 Hom(li, li+1) with lm+1 = l0. In consequence, we see that

ψ is a primitive map.

Now, if m ≥ 2, then ϕ = π̃ ◦ ψ : R2 −→ CP n is a harmonic map, where π̃ :

F r(CP n) −→ CP n is the homogeneous projection.

When m = 1, we have a map ψ : R
2 −→ F 1(CP n) = CP n. Since the condition of

the primitivity of ψ is meaningless in this case, the above argument is not applicable.

However, we can show that ψ is also harmonic by calculating a holomorphic section

of l0 and investigating the divisor of this section. �
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4. Reconstruction of spectral curves from harmonic tori

In this section, we shall recover the spectral data (X,π,L) from a given non-

isotropic harmonic torus ψ0 : T 2 → CP n. Throughout this section, it is convenient to

work with G = Un+1, H = U1 × · · · × U1︸ ︷︷ ︸
r+2 times

×Un−r−1 and g = un+1. Here 0 � r � n− 1.

4.1. Extended frames and loop groups. First we recall the following

Theorem 4 ([1]). Every non-isotropic weakly conformal harmonic map ψ0 of a Rie-

mann surface M into CP n of isotropy order r + 1 is covered by a unique bprimitive

map M → F r(CP n) = G/H.

Thus there exists a unique primitive lift ψ : T 2 → G/H for ψ0 (if ψ0 is non-

conformal, we set ψ = ψ0; ‘primitive’ will simply mean ‘harmonic’ for m = 1). We

may frame this by Φ: R2 → G over the universal cover R2 → T 2 of T 2 and normalize

the frame so that Φ(0) = Id.

Set α = Φ−1dΦ, which is the pull back of the Maurer-Cartan form by Φ, and write

α = α� + α�,

according to the reductive decomposition g = h ⊕ p. If we define

αζ = ζ−1α
′
� + α� + ζα

′′
� , ζ ∈ C

∗,

then we get

dαζ +
1

2
[αζ ∧ αζ ] = 0.

Moreover, since α
′
� takes values in g−1, this map αζ : C

∗ × R
2 → g� is ν-equivariant

in ζ, i.e., ν(αζ) = αωζ (here ω is a primitive (m+ 1)-st root of unity). It follows that

we can integrate αζ to find an extended frame Φζ : C∗ × R2 → G� which satisfies

αζ = Φ−1
ζ dΦζ .
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Moreover, we may always choose the integration constants so that Φζ is ν-equivariant

and Φ1/ζ̄ = Φ†
ζ , where † denotes Hermitian transpose. We are going to view Φζ as a

map from R
2 into a certain loop group, defined as follows.

Let C = Cε be the union of circles C1 and C2 in the ζ-plane of radii ε and ε−1

respectively, where 0 < ε < 1. Define

Λε
C(G� , ν) = {g : C → G� | g is real-analytic, ν(g(ζ)) = g(ωζ)}

and write gi = g|Ci
for i = 1, 2. We also denote the Lie algebra of Λε

C(G� , ν) by

Λε
C(g� , ν). For a subgroup K of G� and the Lie algebra k of K, we define Λε

C(K, ν)

and Λε
C(k, ν) in a similar way. On this group Λε

C(G� , ν) there is an anti-holomorphic

involution given by

g �→ g = g(ζ
−1

)†−1.

We will denote the fixed point subgroup of this involution by Λε(G, ν), which is the

group (for any choice of ε) that Φζ takes values in. We also write Λ(G, ν) for Λε(G, ν)

if there is no confusion.

A crucial fact about this subgroup is that it admits an ‘Iwasawa decomposition’ in

the following sense. First recall that H� has an Iwasawa decomposition, which we will

write as H� = HB0, inherited from G� . Here B0 is a subgroup of upper triangular

matrices with positive real diagonal entries and B0 = exp(b0), where h� = h ⊕ b0 is

the corresponding Lie algebra decomposition. Next, we view C as a pair of circles

on the ζ-sphere Pζ so that C is the common boundary for a closed annulus E and a

union I of closed discs Iε = {ζ ∈ Pζ | |ζ| < ε} and I1/ε = {ζ ∈ Pζ | |ζ| > 1/ε}. Then

we can define the following three subgroups of Λ(G, ν):

Λε
E = {g ∈ Λε(G, ν) | boundary of a holomorphic map g : E → G� },

Λε
I = {g ∈ Λε(G, ν) | boundary of a holomorphic map g : I → G� with g(0) = Id},

B = {(b, b̄)|b ∈ B0}.
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For simplicity, we also denote Λε
E and Λε

I by ΛE and ΛI , respectively. Then it follows

from a result in [19], [20] that every element g ∈ Λ(G, ν) has a unique factorization

g = ubn where u ∈ ΛE , b ∈ B and n ∈ ΛI . We will refer to this as the Iwasawa

decomposition for Λ(G, ν).

The corresponding Lie algebra decomposition is denoted by

Λε(g, ν) = Λε
E(g, ν) ⊕ b ⊕ Λε

I(g, ν).

When there is no confusion, we shall often drop superscript ε.

4.2. The dressing orbit of a vacuum solution. One of the results we will need

from [5] is that, up to isometries, every non-isotropic harmonic torus possesses an

extended frame belonging to a particular class which we will now describe. In the

terminology of [5], these are the extended frames which lie in the dressing orbit of a

vacuum solution.

For any positive integer k, let Λk ⊂ ΛE(g, ν) denote the subspace of Laurent

polynomials in ζ of degree � k. We define

∆ε = Λ1 ⊕ b ⊕ ΛI(g, ν) ⊂ Λ(g, ν).

We also write ∆ for ∆ε. Let ΛI,B = Λε
I,B denote the subgroup of Λε(G, ν) generated

by the subgroup B and ΛI . Then ΛI,B acts on the subspace ∆ as an adjoint action.

For a given (ξ, ξ̄) ∈ ∆, define

e(ξ) = exp[(zξ, z̄ξ̄)],

which gives rise to a 2-parameter subgroup of Λ(G, ν). Using the Iwasawa decompo-

sition in Λ(G, ν), we write

e(ξ) = Φ(ξ)b(ξ)n(ξ)

and observe that Φ(ξ) equals the identity at z = 0.

It can be shown quite readily that Φ(ξ) is the extended frame for some primitive

harmonic map of R2 into G/H. In fact, if we use F to denote the set of all normalized
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extended frames (i.e., those with Φζ(0) = Id) for primitive harmonic maps R2 →
G/H, then we have defined a map Φ: ∆ → F . Now, following [5], we observe that,

for any g ∈ ΛI,B ,

Φ(Adgξ) = g
Φ(ξ),

where g
Φ(ξ) is the ΛE-factor in the Iwasawa decomposition of gΦ(ξ). It is not hard

to show that the latter defines an action of ΛI,B on F , called the dressing action, and

the equation shows that Φ intertwines the two actions.

Now let H denote the space of all primitive maps R
2 → G/H based by ψ(0) = H.

Then H ∼= F/C∞(R2, H), i.e., the space of based primitive maps is the quotient of

F by the group of gauge transformations. From [5] we know that the dressing action

descends to H; we will denote the gauge equivalence class of Φ(ξ) by [Φ(ξ)] and then

g
[Φ(ξ)] = [g
Φ(ξ)]. The orbit Oξ = {g
[Φ(ξ)] | g ∈ ΛI,B} ⊂ H is called the dressing

orbit of [Φ(ξ)]. One of the principal results of [5] is the following

Theorem 5 ([5]). Let (ξ, ξ̄) ∈ ∆ and write ξ = ζ−1ξ−1 + ξ0 + ζξ1 + ζ2ξ2 + · · · . When

ξ−1 is semisimple, we can find (possibly after shrinking ε) an element g ∈ ΛI,B for

which [Φ(ξ)] = g
[Φ(ζ−1ξ−1)].

The proof of this theorem needs the following lemmas. Concerning the adjoint and

dressing actions of Λε
I , we have

Lemma 9 ([5]). For g ∈ Λε
I and η ∈ ∆ε,

[Φ(Adgη)] = g
[Φ(η)].

Lemma 10 ([5]). Let µ, η ∈ ∆ε. Then [Φ(µ)] = [Φ(η)] if and only if (ζµ)(0) =

(ζη)(0) and

(adη)nµ ∈ Λε
I(g, ν),(4.1)

for all n � 1.
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Proof. [Φ(µ)] = [Φ(η)] if and only if Φ(µ) = Φ(η)k for some k ∈ C∞(R2, H). Using

the definitions of Φ(µ) and Φ(η), it is straightforward to see that this is the case

precisely when

e(z) := exp(−zµ) exp(zη) ∈ Λε
I

for z ∈ R2. This, in turn, is the same as demanding that

e−1de = (−Ad exp(−zη)µ+ η)dz

be Λε
I(g, ν)-valued, that is,

e−adzηµ− η ∈ Λε
I(g, ν)

for all z ∈ R2. Expanding this last relation in powers of z and comparing coefficients

proves the lemma. �

Let A be an element of g−1 such thah [A, Ā] = 0. Set ηA = ζ−1A. Then applying

this to the case where η = ηA, we have the following proposition.

Proposition 1 ([5]). [Φ(µ)] = [Φ(ηA)] if and only if (ζµ)(0) = A and [µ,A] = 0.

Proof. Write µ =
∑

n�−1 ζ
nµn on Cε. Comparing coefficients of ζ in (4.1) gives

(adA)nµn−1 = 0

for all n � 1. However, since A is semisimple, ker(adA)n = ker(adA). Hence [µ,A] =

0 as required. �

Moreover we have

Proposition 2 ([5]). For µ ∈ ∆ε and g ∈ Λε
I,B, [Φ(µ)] = g
[Φ(ηA)] ∈ OA if and only

if (ζµ)(0) = Adg(0)A and

[µ,AdgA] = 0.
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Proof. By Lemma 9, [Φ(µ)] = g
[Φ(ηA)] if and only if [Φ(Adg−1µ)] = [Φ(ηA)]. From

Proposition 1, we see that this is the case precisely when

(ζAdg−1µ)(0) = A

and

[Adg−1µ,A] = 0.

Hence the result follows. �

Now we are in a position to prove Theorem 5.

Proof of Theorem 5. First we can find A ∈ AdBη−1 such that [A, Ā] = 0, and,

after dressing by an element of B, we may assume that η−1 = A. By Proposition 4.3,

it now suffices to find g ∈ Λε
I,B , for some 0 < ε � ε

′
, such that

Adg(0)A = A, [A,Adgη] = 0.

We shall construct g via the inverse function thorem.

Since A is semisimple,

g� = ker adA ⊕ [A, g� ],

and we define φ : ker adA ⊕ [A, g� ] → g� by

φ(x, y) = Ad exp(y)x.

Observe that φ is equivariant in the following sense:

ωνφ(x, y) = φ(ωνx, νy)(4.2)

for all (x, y) ∈ ker adA ⊕ [A, g� ].

Differentiating φ at (A, 0) gives

d(A,0)φ(v,w) = v + [w,A]

for (v, w) ∈ ker adA⊕ [A, g� ], so that d(A,0)φ is an isomorphism. By the holomorphic

inverse function theorem there are open neighbourhoods Ω1 of (A, 0) and Ω2 of A such
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that φ : Ω1 → Ω2 is a biholomorphism. Moreover, since (A, 0) is fixed by the linear

automorphism T : (x, y) �→ (ωνx, νy) of order (r+ 2), we may assume, shringking Ω1

if necessary, that Ω1 is T -stable.

Let (ψ1, ψ2) = φ−1 : Ω2 → Ω1 so that, for χ ∈ Ω2,

χ = Ad(exp(ψ2(χ)))ψ1(χ),

or, equivalently,

Ad exp(−ψ2(χ))χ = ψ1 ∈ ker adA.(4.3)

From (4.2) and the T -stability of Ω1, we observe that ψ2 has the following equivariant

property:

ψ2(ωνχ) = νψ2(χ)

for all χ ∈ Ω2.

Since η ∈ ∆ε
′
, ζη is holomorphic on Iε′ with (ζη)(0) = A. Hence we can find

0 < ε � ε
′
such that Cε ∪ Iε ⊂ (ζη)−1(Ω2). We may therefore define g : C1 ∪ Iε → G�

by

g(ζ) = exp(−ψ2(ζη(ζ))).

By construction, g is holomorphic on Iε and g(0) = exp(−ψ2(A)) = −1 ∈ B so that

Adg(0)A = A.

Moreover, from (4.3), for ζ ∈ C1 we have

Adg(ζ)η(ζ) = ζ−1Ad exp(−ψ2(ζη(ζ)))ζη(ζ) = ζ−1ψ1(ζη(ζ)) ∈ ker adA

so that

[A,Adgη] = 0

on C1. Hence g will define our desired element of Λε
I,B so long as it satisfies the

equivariant condition g(ωζ) = νg(ζ). For this, recall that η(ωζ) = νη(ζ) so that,
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using (4.4),

g(ωζ) = exp(−ψ2(ωζη(ωζ))) = exp(−ψ2(ψνζη(ζ)))

= exp(−νψ2(ζη(ζ))) = νg(ζ)

as required. This completes the proof. �

Our aim for the rest of this subsection is to prove:

Theorem 6. Each primitive lift ψ : T 2 → G/H admits, possibly up to an isometry,

an extended frame Φζ given by Φζ = g
Φ(ζ−1Λ), where g ∈ ΛI,B and Λ ∈ g−1 is a

non-zero semisimple element fixed a priori.

This is actually a fact about primitive maps of finite type, in the sense of [1], [4],

which includes all tori worked out by Burstall [1]. The proof relies on the following

results.

Lemma 11 ([4]). Each primitive map ψ of finite type admits an element (ξ, ξ̄) ∈ ∆

for which Φ(ξ) is an extended frame.

Lemma 12 ([29]). G/H is a rank one m+1-symmetric space, that is, every semisim-

ple element of g−1 is Ad(H� )-conjugate to some scalar multiple of a fixed non-zero

semisimple Λ ∈ g−1.

Lemma 13 ([5]). Let g ∈ Λ(G, ν) be extended holomorphically into I and de-

fine g 
Φ(ξ) to be the ΛE-component of gΦ(ξ) in its Iwasawa decomposition. Then

Φ(Adgξ) = g 
Φ(ξ)k̃ for some k̃ : R2 → H.

Proof. This lemma follows immediately from Lemma 9. �

Now we can prove Theorem 6. Fix a non-zero seimisimple Λ ∈ g−1. By Lemma 11,

ψ has an extended frame Φ(ξ), which is, by Theorem 5, gauge equivalent to g̃ 
Φ(ζ−1ξ−1)

for some g̃ ∈ ΛI,B. By Lemma 12 there is some h ∈ H� for which ξ−1 = AdhΛ, so
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that Φ(Ad(g̃h)ζ−1Λ) is an extended frame for ψ. By Lemma 13 this is gauge equiv-

alent to the frame (g̃h) 
Φ(ζ−1Λ). Finally, we may write g̃h = kg for some k ∈ H,

g ∈ ΛI,B , so that

(kg) 
Φ(ζ−1Λ) = k(g 
Φ(ζ−1Λ))

yields an extended frame for ψ. Thus g 
Φ(ζ−1Λ) is an extended frame for the map

obtained, up to an isometry of G/H determined by k, from ψ (indeed this isometry

preserves the base point ψ(0)).

4.2.1. Λ and its centralizer. Now we fix an element Λ ∈ g−1 as follows. Let δj

denote the column vector t(0, . . . , 1, . . . , 0), where the ‘1’ lies in the j-th column

with 0 � j � n. Take CP n to be the G-orbit of the line 〈δ0〉. Then F r(CP n) is the

G-orbit of the flag

〈δ0〉 ⊂ 〈δ0, δ1〉 ⊂ 〈δ0, . . . , δr〉 ⊂ C
n+1,

which is isomorphic to G/H, where H is the fixed point subgroup of the automor-

phism ν : g �→ Adσg with σ the diagonal matrix diag(1, ω−1, . . . , ω−m, ω−m, . . . , ω−m)

for m = r + 1 and ω = exp(2πi/(m + 1)). Thus we may fix Λ to be the following

matrix of rank m+ 1

Λ :=



0 1

1
. . .
. . . 0

1 0
. . .

0


.

Later on we will need to work with the centralizer z of Λ in g� and its center c. It is

not hard to see that c = c∗ ⊕ 〈Id〉, where

c∗ = 〈Λ,Λ2, . . . ,Λm+1〉.

It is worth noting that c is a reductive Lie algebra, whose single semisimple component

is a subalgebra of g0. It will be useful to observe that each element of z has a
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block decomposition according to the splitting z = c∗ ⊕ z∗, where z∗ = gl�−� is the

subalgebra of matrices of rank n − m, whose non-zero entries occupy the bottom

right-hand corner.

4.2.2. Higher flows in OΛ. For simplicity (and consistency with the previous work) we

will write Φ0 for Φ(ζ−1Λ). As a result of Theorem 6, we see that every primitive map

of finite type R2 → G/H is, possibly up to an isometry, found in the dressing orbit of

the vacuum solution [Φ(0)]. From Theorem 6 we know that this orbit OΛ is isomorphic

to ΛI,B/ΓI,B, where ΓI,B is the stabilizer of ζ−1Λ for the adjoint action of ΛI,B. Let

[g] denote the coset gΓI,B. Then this isomorphism is given by [g] �→ g 
 [Φ(0)].

We will now describe the action of an abelian Lie subgroup of Λ(G, ν) on this orbit,

whose 1-parameter subgroups generate the so-called ‘higher flows’ (the terminology

comes from soliton theory, from which the idea of dressing actions originated). These

matters will be of use later on.

Observe that Λ(c, ν) is the center of the centralizer for ζ−1Λ in Λ(g, ν). Let CR

denote the subalgebra of finite order elements of Λ(c, ν) (that is, those whose pro-

jections to ΛE(g, ν) are Laurent polynomials). The abelian Lie group exp(CR) has

a right action on ΛI,B/ΓI,B, which is defined by exp a[g] = [(g exp(a))I ], where (·)I

denotes the ΛI,B factor in the Iwasawa decomposition. Note that, in particular, the

subgroup exp(CR) ∩ ΓI,B acts trivially.

We now examine the action of the 2-parameter subgroup exp(m), where

m = {wζ−1Λ + w̄ζΛ | w ∈ C}.

Clearly, the exp(m)-orbit of [g] can be written as {[(gΦ(0)(w))I ] | w ∈ C}. The

corresponding points in OΛ have extended frames of the form

(gΦ(0)(w))I 
Φ
(0)(z) = (gΦ(0)(w))−1

E 
Φ(0)(z + w)(4.4)

= Φζ(w)−1Φζ(z + w)

for Φζ(z) = g 
Φ(0)(z). The right-hand side is clearly an extended frame for the
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primitive map ψw defined by ψw(z) = Φ1(w)−1ψ(z + w). Thus the corresponding

exp(m)-orbit in OΛ is nothing but the set of all primitive maps obtained from ψ by

the translation z �→ z + w.

4.3. Affine schemes corresponding to rings of polynomial Killing fields.

The key to recovering the spectral curve is to understand the Lie algebras of formal

and polynomial Killing fields. These give us those local deformations of an extended

frame, which correspond to moving along the Jacobi variety of the spectral curve.

Hence we will see that we can recover the tangent space H1(X,OX) to the Jacobi

variety from the formal Killing fields and that polynomial Killing fields will give us

the the coordinate ring H0(XA,O) of an affine open subset XA ⊂ X. (For more

details, we refer the reader to the appendix of [21]. However, since in general the Lie

algebra of polynomial Killing fields is not abelian, the theory requires more care.)

By Theorem 6 our primitive lift possesses an extended frame Φζ of the form g 
Φ(0)

for some g ∈ ΛI,B . This means that there is a map χ : R2 → ΛI,B for which

gΦ(0) = Φζ χ.(4.5)

Observe that χ(0) = g. From now on, for convenience, let us drop the subscript ‘ζ’

from αζ , etc. By a real Killing field for α = Φ−1dΦ we mean a map η : R2 → Λ(g, ν)

such that

(1) dη = [η, α], and

(2) η has finite order.

Recall that an element η of Λ(g, ν) is said to have finite order when its projection ηE

to ΛE(g, ν) is a Laurent polynomial in ζ (and more generally, an element of ΛC(g� , ν)

will be said to have finite order if it extends meromorphically into I, where it has at

worst poles). A real polynomial Killing field is a real formal Killing field η for which

η = ηE . To define the space of all formal or polynomial Killing fields we take the

complexification of the space of real ones; this gives us maps with values in ΛC(g, ν).
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Let Z = {finite order a ∈ ΛC(g� , ν) | [a,Λ] = 0} and observe that this is identical

with the subset of ΛC(z, ν) consisting of only the finite order elements. Denote Z ∩
Λ(g, ν) by ZR. We are interested in the subalgebra Zpol

R = {a ∈ ZR | (Adg a)E =

Adg a} and its complexification Zpol ⊂ Z. The following lemma is derived from a

lemma in the appendix of [21].

Lemma 14. The map Adχ : Z → {formal Killing fields} is an isomorphism of Lie

algebras. It identifies Zpol with {polynomial Killing fields}.

In the general case, however, Z is not abelian and, as we have seen above, the Lie

group acting on the dressing orbit OΛ of Φ(0) is the center exp(CR) of exp(ZR). We

will regard this as an action of CR and let C
[g]
R denote the stabilizer of [g] for this

action; it is not hard to see that this coincides with (CR ∩ ZR) ⊕ Zpol
R . Then the

following result is proved in [5].

Lemma 15 ([5]). g 
Φ(0) is an extended frame for a primitive map of finite type if

and only if CR/C
[g]
R is finite dimensional.

It follows that ψ is of finite type precisely when C/C[g] is finite dimensional. Owing

to this we are interested in the vector space S(z) of polynomial Killing fields, which

is given by the complexification of

SR(z) = {(Adχ(z) c)E | c ∈ C
[g]
R }.

Lemma 16. For each z, S(z) is a space of commuting elements of ΛE(g� , ν), each

of which is semisimple-valued on the unit circle.

Proof. Let c1, c2 ∈ C
[g]
R . Then by the definition Adχ−1(Adχ ci)E ∈ zR. So

[Adχ ci, (Adχ cj)E] = 0 = [Adχ ci, (Adχ cj)I],

since each ci is central. From this we obtain

[(Adχ c1)E, (Adχ c2)E] = −[Adχ c1E, (Adχ c2)I]

= [Adχ c1I, (Adχ c2)I],
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which implies that each side is identically zero. Therefore the elements of SR(z)

(and hence of S(z)) commute. By definition, if ξ ∈ S(z), so does its conjugate

ξ̄ = −ξ(ζ̄−1)†. Hence [ξ, ξ̄] = 0. Conversely, on |ζ| = 1 we see that ξ is normal and

therefore semisimple. �

Now, let R(z) denote the C-algebra generated by S(z), and let R = R(0). Observe

that S contains the C-algebra B = C[λ−1Id, λ Id], where λ = ζm+1. Hence R is a

commutative unital C-algebra without nilpotents, and also is a B-module.

Lemma 17. R is a torsion free, finitely generated B-module.

Proof. It is obvious that R is torsion free. To see that R is finitely generated as a

B-module, we observe that

M = {v : C → C
n+1 | v extends to a Laurent polynomial on C

∗ and v(ωζ) = σv(ζ)}

is a B-module of rank (n+1) and also is a faithful R-module, where the multiplication

is defined by that of matrices on column vectors. �

Let us define U = Adg−1 R, which is an abelian subalgebra of Λ(z, ν). Using the

splitting z = c∗ ⊕ z∗, we may write each a ∈ U as a = a0 + a•, where a0 takes values

in c∗ and a• takes values in z∗. Note that a• is a function of ζm+1, since z∗ ⊂ g0. For

a, b ∈ U we have

ab = a0b0 + a•b•.

We will also define W (z) = χ−1M so that W (z) is a faithful U-module (of boundaries

of meromorphic maps from I to C
n+1, each component of which has finite order).

Finally, let us observe that for ξ(z) ∈ R(z) there exists a ∈ U such that ξ(z) =

Adχ(z) a = AdΦ(z)−1 ξ(0), using g = χ(0). Therefore R(z) = AdΦ−1(z) R, which is

a property we will find useful later.
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4.4. Construction of Valuations. By the previous remarks we have a commutative

unital C-algebra R and therefore an affine variety Spec(R). Our aim is to show that,

when ψ0 is linearly full (i.e., its image does not lie in a hyperplane of CP n), this is an

affine algebraic curve whose completion X by non-singular points has the properties

required to be the spectral curve. That is, we shall show that X admits a rational

function π of the right type and a line bundle (or rank 1 torsion free coherent sheaf)

L from which we recover ψ0. In this subsection, we will discuss the construction over

the affine curve and show that if ψ0 is full, then the curve must be connected. This

will allow us to complete the construction over X in the following subsection.

As a corollary of Lemma 17, we see that R is an integral extension of B, therefore

Spec(R) is an affine curve and the inclusion B → R is dual to a finite morphism

π : Spec(R) → Spec(B) ∼= C
∗.

Since B is a principal ideal domain, R is actually a free B-module and its rank k

equals the degree of π. Since M has rank n+ 1 over B, we see that k � n+ 1. Now

let X denote the completion of XA = Spec(R) by smooth points.

Proposition 3. The curve X is real and admits a rational function π : X → P
1 with

a zero P0 of degree m+ 1. Thus π has k � m+ 1.

Proof. The algebra R possesses the involution ξ �→ ξ̄, which is dual to a real involution

on Spec(R) and extends to X. Now we must show that the fiber of the morphism π

over λ = 0 contains a point P0 with ramification index m.

We take the point of view that each smooth point of X corresponds to a valua-

tion on some subfield of the ring of fractions F = S−1A, where S is the set of all

non-zero divisors. Because A need not be an integral domain, F itself need not be

a field. However, each smooth point corresponds to a surjection ν : F∗ → Z, which

is a multiplicative homomorphism (i.e. ν(ab) = ν(a) + ν(b)) and has ν(a + b) �
min(ν(a), ν(b)). The subring I = {a ∈ F | ν(a) � 0} ∪ {0} is easily seen to be a

41



discrete valuation ring of its field of fractions. We will describe one of the valuations

covering the point λ = 0.

For each a = (a1, a2) in A, the component a1 has a block decomposition into the

sum

a10(ζ) + a1•(ζm+1)

derived from the decomposition described earlier. This provides us with a grading

o0 : A → Z for the ring A, defined by taking o0(a) to be the order of a10 in ζ−1. With

this we define a multiplicative homomorphism

ν0 : F∗ → Z, ν0(r/s) = o0(s) − o0(r).

If we can show that this is surjective, then we are done, for in that case I0 = {a ∈ F |
ν0 � 0} ∪ {0} is isomorphic to the regular local ring Oζ . Around the corresponding

smooth point P0 the map π behaves like ζ �→ ζm+1.

To show that ν0 is onto, we use Lemma 15. First observe that A contains, by

definition, Adχ−1 S(z) and that for any c ∈ C
[g]
R

Adχ−1 (Adχ c)E ∈ cE + ZI
R.

Now observe that o0 : CR → Z is onto. It follows from Lemma 15 that o0(C
[g]
R ) contains

all but a finite number of positive integers and therefore so does Adχ−1 S(z) ⊂ A.

So, for every integer k, there exist r, s ∈ A for which ν0(r/s) = k. �

Remark. We see from this proof that, with respect to the isomorphism C[XA] ∼= A,

a regular function on XA vanishes on the irreducible component barring P0 precisely

when the corresponding component a10 is identically zero.

It is not hard to see that π intertwines the real involution on X with the map

ζ �→ ζ̄−1 and so it has a pole P∞ of order m+ 1. Now we are going to show that the

irreducible component X0 of X, which carries the points P0 and P∞, is the completion
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of Spec(A0), where

A0 = {a0 | a ∈ A}.

Thus A0 is a subalgebra of ΛC(c∗, ν) and also is a quotient algebra of A.

Lemma 18. A0 is an integral domain.

Proof. From now on, for an open subset U of X, we denote by Hol(U,Ck) the space

of Ck-valued holomorphic functions on U . Observe that each element of ΛC(c∗, ν)

can be written as a Fourier series in ζ−1Λ, and we obtain a C-algebra morphism of

A0 into Hol(I∗,C) (where I∗ = I ∩ A) given by a0(ζ
−1). Its image consists solely of

holomorphic maps which, unless they are identically zero, do not vanish on either of

the connected components of I∗. Therefore, a0b0 = 0 if and only if a0 or b0 is the

zero element. �

It follows from the previous remark that Spec(A0) is the irreducible component of

Spec(A) ∼= XA carrying the point P0 and its conjugate P∞. Although XA need not

be irreducible, we will shortly see that when ψ0 is full, it must be connected. First

we must introduce a sheaf over XA whose sections provide the harmonic map.

Recall the R-module M , which is torsion free as a B-module. Since B is an

integral domain, it is elementary to show that M must also be torision free over

R, so that it determines a torsion free coherent sheaf LA over XA. We want to

show that its restriction to X0A = Spec(A0) is rank one. This is easily seen by

looking at the equivalent picture of W (0) = χ(0)−1M as an A-module. For any

f = t(f0, . . . , fn) ∈W (0), let us write

f = f0 + f• = t(f0, . . . , fm, 0, . . . , 0) + t(0, . . . , 0, fm+1, . . . , fn).

So, for a ∈ A, we clearly have (af)0 = a0f
0. Therefore the vector space W 0(0) =

{f0 | f ∈W (0)} is an A0-module, which is clearly torsion free. Now observe that the
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injection

Σ: W 0(0) → Hol(I∗,C); f0 �→ f0 + · · · + fm,

is an A-module morphism (one readily verifies that Σ(a0f
0) = a0(ζ

−1)Σ(f0), using

the representation a0(ζ
−1Λ) �→ a0(ζ

−1)). Therefore, in a smooth neighbourhood of

P0, each stalk of LA is a module of regular C-valued functions of ζ with respect to

the appropriate regular local ring, so that LA has rank one in this neighbourhood.

Thus we have shown:

Proposition 4. The restriction of LA to X0A (and therefore to the connected com-

ponent of XA containing it) is a rank one torsion free coherent sheaf. In particular,

when XA is connected, LA has rank one.

We can easily repeat the previous results for each z, replacing R by R(z) and

W (0) by W (z). This gives us, for each z, a sheaf LA(z) over XA whose restriction

to X0A has rank one and whose direct image under π is the vector bundle EA of rank

n + 1, corresponding to the B-module M . This vector bundle comes equipped with

a trivialization determined by the isomorphism

Γ(A, EA) ∼= M → {f : A→ C
n+1 | Laurent polynomial}

f(ζ) �→ (κf)(λ),

where A = C∗
λ and κ = diag(1, ζ, . . . , ζm, . . . , ζm), so that κ(ωζ) = κ(ζ)σ−1 and

therefore κf is a function of λ.

The effect of this isomorphism is to remove the ν-equivalence, which has permeated

into the construction so far. Because of this we will find it most convenient to remove

the effects of ν-equivalence from all the objects we are dealing with. To this end we
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redefine, throughout this subsection and the next,

M = {Laurent polynomial f : A→ C
n+1}

A = AdκA

Φ(z) = AdκΦ(z)

χ(z) = Adκχ(z)

and so forth. Observe that, in particular, Φ and χ are still holomorphic in their

vector bundle E(z) over P
1 characterized by the transition relations

χ(z) τ̂z = τz on A ∩ I,

where τz is a trivialization over A and τ̂z a trivialization over I. Furthermore, we can

always choose I so that it contains no branch points of π other than 0 and ∞ and

that π−1(I) contains only smooth points.

Eventually, we will be able to show that when ψ0 is full, E(z) is the direct image

of a rank one torsion free coherent sheaf L(z) over X obtained by moving L (the

extension of LA to X) linearly around the Picard variety. Before we can do this we

must establish that, for ψ0 to be full, the curve X must be connected, so that LA

must be rank one by the previous proposition.

Proposition 5. X is disconnected if and only if ψ0 is not full.

Proof. First we will show that if X is disconnected, then Φ1 δ0 (i.e., Φ δ0 evaluated

at λ = 1) takes values in a proper subspace of Cn+1. When X is disconnected, we

may write X = Y +Z, where Y is the connected component carrying the irreducible

component X0. For each z, there must be εY (z), εZ ∈ R(z) representing the globally

regular characteristic functions 1Y , 1Z on X (i.e., 1Y is identically one on Y and

identically zero on Z). Each of these is clearly independent of λ. Thus we obtain a

direct sum decomposition

M = εY (z)M ⊕ εZ M
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corresponding to a global decomposition of E(z) into a sum of trivial bundles.

Consider now the global section σ0(z) of E(z) defined by τz(σ0(z)) = δ0. Since

R(z) = AdΦ(z)−1 R, we deduce Φτz = τ0 and therefore Φ δ0 = τ0(σ0(z)). The proof

that ψ0 is not full will be finished if we can show

εZ(z)τz(σ0(z)) = 0,

since then εZ(0)Φ δ0 = 0 and therefore Φ1 δ0, where aZ = Adχ−1 εZ represents 1Z in

A. Since 1Z vanishes identically on X0, we know (aZ)0 = 0 (recall an earlier remark).

From the Fourier series for χ−1 on the circle C1 we see that χ−1δ0 has the form

χ−1δ0 = (α0, 0, . . . , 0) +O(λ)

about λ = 0. Therefore aZ χ
−1δ0 vanishes at λ = 0, whence it vanishes everywhere,

since it represents a global section of E(z).

Now let us show that when ψ0 is not full, the algebra R possesses idempotent ε

different from the identity. For then ε, Id − ε are a pair of ‘orthogonal idempotent’,

whence Spec (R) is disconnected from the next Lemma (see, for example, [11]):

Lemma 19 ([11]). Let A be a ring. Then the following conditions are equivalent:

(1) Spec A is disconnected.

(2) There exist nonzero elements e1, e2 ∈ A such that e1e2 = 0, e21 = e1, e
2
2 = e2,

e1 + e2 = 1 (these elements are called orthogonal idempotents).

(3) A is isomorphic to a direct product A1 × A2 of two nonzero rings.

We may assume without loss of generality that ψ0 is full in the projective k-plane

of points whose last n − k coordinates vanish. From the preceding argument ψ0

determines a subalgebra Rk ⊂ ΛC(gl�+�, ν) which must contain the identity matrix

in gl�+�. We take this for ε. Now observe that R is a unital subalgbra of ΛC(gl�+�, ν)

containing Rk, and therefore ε ∈ R satisfies the conditions required. �
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4.5. Completion of the affine curve and the line bundle. From now on we will

assume that ψ0 is full and thus, by the previous result, X is connected. It follows

that LA(z) has rank one and therefore π has degree n+ 1. Using these facts, we will

describe the extension L(z) of LA(z) to all X and produce from it global sections

which reconstruct the map ψ. We aim to prove:

Theorem 7. L(z) has degree p+n, is real (i.e., satisfies Condition (2.1)) and moves

linearly with z, z̄ around the Picard variety of X. The primitive lift ψ determines

(and is determined by), up to scaling, global sections σ0(z), . . . , σm−1(z), where each

σj(z) has a divisor of zeros at least (m− j)P0 + jP∞ + E0 (while (m+ 1)P0 + E0 is

the divisor of zeros of π).

Remark. In the statement of this theorem, by ‘Picard variety’ we mean the moduli

space of maximal rank 1 torsion free coherent sheaves, when this is relevant (we will

see later on that L must be maximal, after Proposition 7).

Before proving this theorem, we need to describe L(z). First, recall that I ⊂ P1

has chosen so that XI = π−1(I) consists of smooth points and has ramification points

only over λ = 0,∞. Using the direct image isomorphism Hol(XI,C) → Hol(I,Cn+1)

(see, for example, [8]), it is easy to see that Hol(XI,C) can be represented, as an

algebra of endomorphisms on Hol(I,Cn+1), by g� -valued functions on I which are

diagonalisable at each value of λ (indeed, for λ �= 0,∞, the eigenvalues give the n+1

values of the function on XI).

We deduce from these remarks that for each λ ∈ I \ {0,∞} the commutative Lie

algebra Aλ ⊂ z obtained by evaluating elements of A at λ, consists of semisimple

elements. Moreover, A has rank n+ 1 as a B-module and therefore Aλ is a maximal

torus subalgebra of semisimple elements — a Cartan subalgebra for g� . We also

deduce that we can complete this holomorphic family at λ = 0,∞. Since all Cartan

subalgebras of g� are conjugate and ours lie in z, there is a holomorphic map γ : I → Z

(where the Lie subgroup Z ⊂ G� is the stabilizer of Λ), for which Adγ−1
λ Aλ = a,
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where a can be any fixed Cartan subalgebra in z. In particular, we will fix a = c∗ +d,

where d is the torus of diagonal matrices in z∗. Therefore, we define Ã = Adγ−1 A.

Then each element of Ã takes values in a, so that it has a block decomposition

a = a0 + a1 + · · · + an−m,

where a0 takes values in c∗, and aj �= 0 is a diagonal matrix function whose non-zero

entry lies only in the m + j-th place with 0 � j � n. In the proof of Proposition 3,

we saw how to use the components a0 to obtain a discrete valuation ring in the ring

of fraction F, and this provided us with the ramification point P0. To get all the

points lying over λ = 0, it is not hard to show that one defines gradings oj : Ã → Z,

for which oj(a) is the order of a1j in λ−1 (for a = (a1, a2) we define (a1j , a2j) = aj ,

using the block decomposition above). We use these to define valuations of the ring

of fractions Ã of Ã in a manner described earlier.

Next, we will describe explicitly the extension L(z) of LA(z) to all of X. In what

follows, let us suppose we are dealing with the generic case in which π−1(0) has

n+ 1 −m distinct points. First, define W̃ (z) = γ−1W (z) so that this represents the

module of sections of LA(z) over XA
∼= Spec(Ã). Then define W to be the F̃ -module

of fractions S̃W̃ (z) (where S̃ is the set of all non-zero divisors of Ã \ {0}). For each

point P in X \ XA, we can construct an Op-module WP ⊂ W which is torsion free

(and therefore free, since OP is a discrete valuation ring). This will be the stalk

for L(z) over P . For a point over λ, for example, we get each WP in the following

manner.

On W̃ (z), define a map oP : W̃ (z) \ {0} → Z such that: (i) oP (w1 + w2) �
min(oP (w1), oP (w2)) and, (ii) oP (aw) = νP (a) + oP (w) whenever a ∈ Ã, where

νP is the valuation for OP . This extends to give oP : W \ {0} → Z by setting

oP (w/a) = oP − νP . So we define

WP = {w ∈ W \ {0} | oP (w) � 0} ∪ {0}.
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This is clearly a torsion free OP -module, since W̃ (z) is torsion free. Now we need to

describe precisely what the map oP is.

Let w ∈ W̃ (z) and write its restriction w1 to C1 as the column vector

w1 = t(f0(λ), . . . , fn(λ)).

For j = 1, . . . , n−m, define

oj(w) = −(order of pole of fm+j at λ = 0).

For any a ∈ Ã it is easy to see that the correspondence w �→ aw multiplies each fm+j

by a function of λ whose order is νj(a). It follows that oj satisfies both properties (i)

and (ii) above. For j = 0 define

f(ζ) = ζm+1
m∑

j=0

ζ−jfj(ζ
m+1)

and

o0(w) = −(order of pole of f(ζ) at ζ = 0).

This clearly satisfies property (ii), so we only have to check (i). Recall that the

ν-equivalent representation of a, that is α = Adκ−1 a, has a block decomposition

α0 +α1 + · · ·+αn−m for which the restriction α10 of α0 to C1 has a Fourier expansion

of the form

α10 =
∑

βjζ
−jΛj

with only finitely many negative powers of ζ. Let us define

β(ζ) =
∑

βjζ
−j.

Then we have

o0(aw) = −(order of βf at ζ = 0) = ν0(a) + o0(w).
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In fact, set 1 = t(1, . . . , 1, 0, . . . , 0) with m + 1 entries. Then f(ζ) = ζm t1κ−1w1.

Using the fact t1Λj = t1, we compute

t1κ−1a1w1 = t1α10κ
−1w1

= t1(
∑

βjζ
−jΛj)κ−1w1

= βf,

from which the result easily follows.

By its construction, the direct image π∗L(z) over P1 has transition relations

χ̃ τ̃z = τz,(4.6)

where χ̃ = χγ and τ̃z = γτ̂z. The advantage of these transition relations over I is

that τ̃z now occurs as a direct image from a trivialization of θz for L(z) over XI (we

will write τ̃z = π∗θz). To see this, let s be a section of L(z) over π−1(I) (and identify

it with the corresponding section of E(z)). Then

W̃ (z) � τ̃z(s) =

t(f0, . . . , fn) about λ = 0,

t(h0, . . . , hn) about λ−1 = 0.

In the construction of L(z) over XI we used the one-to-one correspondence

(fj) ↔ (f, fm+1, . . . , fn), where f(ζ) = ζm+1

m∑
0

fj(ζ
m+1)ζ−j,

(hj) ↔ (h, hm+1, . . . , hn), where h(ζ) =
m∑
0

hj(ζ
m+1)ζ−j.

(4.7)

The right-hand side above gives us a trivialization over XI , since this is a union of

n+ 1−m distinct pairs of discs. Moreover, the definitions of f(ζ) and h(ζ) describe

the property of direct image about a point of ramification (see, for example, [8]).

Lemma 20. Let [ea] denote the line bundle of degree zero over X determined by the

1-cocycle (ea, XA, XI). Then L(z) ⊗ L ∼= [ea] for a = zζ−1 − z̄ζ.

Proof. We have already observed that Φτz = τ0, from which it follows (using (4.6)

and (4.5)) that Φ(0)π∗θz = π∗θ0. It suffices to show that this implies θz = eaθ0, where
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we regard θz as a non-vanishing local section of L(z). This identity follows if we see

π∗θz(ζ
−1s) = Λπ∗θz(s)(4.8)

for any local section s, where ζ is defined to be zero except in the discs about P0 and

P∞. Indeed, then we see that π∗θz(e
as) = Φ(0)π∗θz(s) = π∗θ0(s), whence eas/θz =

s/θ0. So let us prove (4.8) about λ = 0 — the argument about λ−1 = 0 is much the

same.

From (4.7) we know that if π∗θz(s) = t(f0, . . . , fn) about λ = 0, then s/θz =

ζm+1
∑m

0 ζ
−jfj(ζ

m+1) about P0. Now a simple calculation shows that

π∗θz(ζ
−1s) = t(λ−1fm, f0, . . . , fm−1, 0, . . . , 0) = Λπ∗θz(s)

as required. �

Now we can prove Theorem 7.

Proof of Theorem 7. Since π∗L(z) is trivial, L(z) must have degree p + n and

the transition relations (4.6) show that L(z) is real. Also, by the previous lemma,

L(z) ∼= L⊗ [ea] moves linearly around the Picard variety.

Now define a global section σj(z) of L(z) by δj = τz(σj(z)). Thus τ0(σj(z)) = Φ δj

arises from the map ψ. We must show that the global section σj(z) has a divisor of

zeros (m− j)P0 + jP∞ + E0. Near λ = 0, we have

π∗θz(σj(z)) = χ̃(z)−1δj.

Examining the leading order terms in the two Fourier series’ for χ̃ (one on C1 and

the other on C2), we see that

χ̃(z)−1δj =

t(a0, . . . , aj, 0, . . . , 0) +O(λ) about λ = 0,

t(0, . . . , 0, bj, . . . , bn) +O(λ−1) about λ−1 = 0.

It follows from (4.7) that

σj(z)/θ
0
z =


ζm+1

∑j
0 aiζ

−i +O(ζm+1) about P0,

0 +O(λ) about P0 ∈ X0, k �= 0,∑m
j biζ

−i +O(ζ−m−1) about P∞.
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This shows that σj(z) has a divisor of zeros at least (m− j)P0 + jP∞ + E0. �

4.6. Computation of arithmetic genus of spectral curves. Recall that the

dressing orbit OΛ is isomorphic to ΛI,B/ΓI,B and therefore every primitive map in

this orbit corresponds to a coset gΓI,B. An examination of the definition of the ring

R (via S) shows that it depends only upon this coset and not the particular choice

of g. Given R, the module M fixes L and we see that the results above provide a

bijective corresponding between (i) ‘full’ primitive maps R2 → G/H of finite type,

based by ψ(0) = H, up to base point preserving isometries, and (ii) triplets (X,π,L)

satisfying the conditions described at the beginning of Subsection 2.1 (including the

possibility that X is singular or reducible).

Recall also that the group of higher flows exp(CR) acts on OΛ and, in particular, its

two parameter subgroup exp(m) induces the translation flow ψ �→ ψw corresponding

to the translation z �→ z + w in R2 ∼= C. One readily sees (from the previous

subsection) that in terms of the triplet (X,π,L) this action fixes X, π and maps L to

L(w). In particular, whenever ψ(z) is doubly periodic (and therefore of finite type)

with periods z1, z2, we must have ψzj = ψ and therefore L(zj) = L. We obtain

Proposition 6. A necessary condition for (X,π,L) to correspond to a harmonic

2-torus is that there exist linearly independent z1, z2 ∈ C for which L(zj) ∼= L.

Remark. This is not a sufficient condition. An examination of (4.4) shows that

ψw = ψ is not sufficient to imply ψ(z + w) = ψ(z); they will in general differ by a

factor depending upon the extended frame Φζ(w).

It should be possible (with some extra work) to exhibit an analytic isomorphism

between the exp(CR)-orbit of a map of finite type and the JR(X)-orbit of the corre-

sponding L. Since the JR(X)-orbit of (a maximal sheaf) L is isomorphic to JR(X)

itself, this would identify the arithmetic genus p of X with the dimension of the

exp(CR)-orbit. But we can get this useful result more quickly from:
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Proposition 7. H1(X,OX) ∼= C/C[g].

Proof. For convenience, let U0, U∞ be the open discs about P0, P∞ obtained from

XI . Let U denote their union and set U ∗ = U \ {P0, P∞}, X∗ = X \ {P0, P∞}. Since

X is connected, X∗ is a Stein manifold and therefore the sequence

0 → Hol(U,C) + Hol(X∗,C)alg → Hol(U∗,C)alg → H1(X,OX) → 0

is exact, where the subscript ‘alg’ denotes functions with only finite order poles

at P0, P∞. Now observe that C∗ = ΛC(c∗, ν)alg is isomorphic to Hol(U∗,C). The

isomorphism is given, as we have already seen, by c(ζ−1Λ) �→ c(ζ−1). Moreover, we

observe that C = B̂ ⊕ C∗, where B̂ is the subspace of all multiples of the identity

matrix, and that B̂ is clearly contained in C[g]. Therefore C/C[g] ∼= C∗/C
[g]
∗ , where

C
[g]
∗ = C∗∩C[g]. So it remains to show that C

[g]
∗ corresponds to the kernel of the exact

sequence above.

Clearly, Hol(X∗,C)alg is isomorphic to C[X∗], which can be realized as the subalge-

bra Ã0 of Ã consisting of those elements which extend holomorphically to every point

except P0, P∞. That is, in the decomposition a = a0+a1+· · ·+an−m, each aj for j �= 0

extends holomorphically into I. Let C0
∗ denote the image of this subspace under the

projection of ΛC(a, ν)alg onto C∗. Note that this identifies these two spaces. First, we

see that the kernel is {a ∈ Ã0 | a0 = 0}. Moreover each element of the kernel repre-

sents a regular function on X∗ which vanishes on the irreducible component X0∩X∗,

where X0 carries P0. But such function must be identically zero, since its restriction

to other irreducible components of X∗ (which are complete subvarieties) must be

globally regular. Now take CI
∗ to be the complexification of Λ(c∗, ν) ∩ (b + ΛI(g, ν)).

Then it is not hard to see that CI
∗ is identified with Hol(U,C) under the isomorphism

C∗ ∼= Hol(U∗,C). So it remains to show that c ∈ C
[g]
∗ if and only if c = a0 + b0, where

a0 ∈ C0
∗ and b0 ∈ CI

∗. In fact, it suffices to prove this when c is real.

First, observe that c = c0. When c = a0 + b0, we can define b = b0−a1−· · ·−an−m

so that c = a+b. This exhibits c as an element of (C
[g]
∗ )R = C∗∩Zpol

R ⊕ZI
R. Conversely,
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if c ∈ (C
[g]
∗ )R, then c = a + b, where a ∈ ÃR and we see that b ∈ ZI

R commutes

with every element of ÃR by the proof of Lemma 16. Since X is connected, Ã is a

B-module of rank n + 1, so elements of Ã have maximal rank almost everywhere.

Thus b must take values in a so that c = a0 + b0. �
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5. Properties of spectral data with a compact connected Riemann

surface

This section is devoted to the proof of Theorem 1. First, properties of smooth real

curves are described, from which we choose spectral curves. Second, properties of

meromorphic functions on the above spectral curves which satisfy Conditions (2) and

(4) in Definition 2.1 are determined (Proposition 8). Finally, after preparing a tool

(Proposition 9) useful to select line bundles satisfying Condition (3) in Definition 2.1,

we prove Theorem 1.

5.1. Properties of smooth real curves. First, we define subsets in the rational

curve P1. Let S+ (resp. S−) be the northern (resp. southern) hemisphere defined

by S+ = {λ ∈ P1 | |λ| > 1} (resp. S− = {λ ∈ P1 | |λ| < 1}). Let X be a compact

connected Riemann surface. Let ρX be an anti-holomorphic involution on X and Xρ

a subset of X formed by the fixed points for ρX .

It should be remarked that it is not suitable for our purpose to choose a Riemann

surface with an anti-holomorphic involution ρX such that Xρ = ∅, since ρX has no

fixed points on X and hence violates Condition (4) in Definition 2.1.

Theorem 8 ([6]). Let (X, ρX) be as above and Xρ �= ∅. Then X \ Xρ consists of

(F0) two connected components or (F1) one connected component.

IfX is a Riemann surface of type (F0), thenXρ consists of ν(X) circles S1
1 , . . . , S

1
ν(X).

Proposition 8. Let π be a non-constant holomorphic map from X to P1 satisfying

the following conditions:

(1) π ◦ ρX = ρ ◦ π,
(2) ρX fixes every point of π−1(S1),

(3) π has no branch points on S1.

Then X is a Riemann surface of type (F0). Moreover, π is a meromorphic function

on X of degree N = n + 1 satisfying all poles are contained in XN and all zeros are
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contained in XS, or all poles are contained in XS and all zeros are contained in XN .

Moreover π has a zero P0 of order � 2 and has a point x ∈ Xρ such that |π(x)| = 1

and the set of poles is the image of the set of zeros by ρX .

Proof of Proposition 8. The proof is divided into several lemmas.

Lemma 21. There exist no non-constant holomorphic maps from a connected com-

pact Riemann surface X of type (F1) to P1 satisfying Condition (2) in Proposition 8.

Proof. Suppose that such a map exists. Let X∗ = X \Xρ, X+ = {x ∈ X∗ | π(x) ∈
S+}, and X− = {x ∈ X∗ | π(x) ∈ S−}. Then X+ and X− are open and X∗ =

X+ ∪X−. Since X∗ is connected, X∗ coincides with either X+ or X−. In particular,

π is not surjective, which is a contradiction. �

On account of Lemma 21, we may assume that X is a compact connected Riemann

surface of type (F0).

Lemma 22. The map π satisfies Condition (1) in Proposition 8 if and only if π is a

meromorphic function on X of degree N = n+ 1 satisfying all poles are contained in

XN and all zeros are contained in XS, or all poles are contained in XS and all zeros

are contained in XN . Moreover π has a point x ∈ Xρ such that |π(x)| = 1.

Proof. The map π intertwines the involution ρX on X and ρ on P
1 if and only if

π(u)π(ρX(u)) = 1.(5.1)

From this it follows that if π has a pole (resp. zero) of order k at p, then ρX(p) is the

zero (resp. pole) of π of order k. Since ρX fixes every point of Xρ, there exist no zeros

and poles on Xρ. Suppose that π : X → P1 satisfies Condition (1) in Proposition 8.

Then the divisor of π must be of the following form

(π) = (α1) + · · · + (αk) − (β1) − · · · − (βk),(5.2)

where αi, βi are points on X \Xρ which satisfy βi = ρX(αi). Take a point P on Xρ.

Using (5.1), we get π(P )π(P ) = 1, that is, |π(P )| = 1.
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Conversely, let π be the map which satisies (5.2) and has a point p ∈ Xρ with

|π(p)| = 1. Then, clearly π satisfies the equation (5.1). �

Lemma 23. Let π be a map as in Lemma 22. Then π satisfies Condition (2) in

Proposition 8 if and only if π is either (A) χ or (B) 1/χ, where χ is the meromorphic

function as in Proposition 8.

Proof. Since X is a compact connected Riemann surface of type (F0), X∗ = X \Xρ

consists of two connected components. More precisely, X∗ = XN ∪XS. Let XN,+ and

XN,− be the subsets of X defined by XN,± = {x ∈ XN | π(x) ∈ S±}, respectively.

Similarly, define XS,± = {x ∈ XS | π(x) ∈ S±}.
Suppose that π satisfies Condition (2) in Proposition 8. Then we see that π(X∗)∩

S1 = ∅. It then follows that XN = XN,+ ∪XN,− and XS = XS,+ ∪XS,−. Since XN

and XS are connected, we see that (a) XN = XN,+, XS = XS,− or (b) XN = XN,−,

XS = XS,+. In the case (a) (resp. (b)), π must be a function of type (A) (resp. (B))

as in Proposition 8.

Conversely, if π is either (A) χ or (B) 1/χ, then it is easy to see that π maps

S1
1 , . . . , S

1
ν(X) into S1. Let πi denotes the restriction of π to S1

i and di be the degree

of the map πi : S
1
i → S1 for 1 � i � ν(X). Since |di| + · · · + |dν(X)| coincides with

the degree of π by the residue theorem, we see that for any point p ∈ S1, π−1(p) is

contained in Xρ = S1
1 ∪ · · · ∪ S1

ν(X). This implies that π satisfies Condition (2) in

Proposition 8. �

Lemma 24. Let π be a map as in Proposition 8. Then the ramification divisor does

not intersect Xρ = S1
1 ∪ · · · ∪ S1

ν(X).

Proof. Let π be a meromorphic function of type (A) as in Proposition 8. Note that

the number of zeros of π on XS is given by the integral

1

2π
√−1

∫
∂XS

1

π(u)
dπ(u),
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which is equal to N = n + 1 from Proposition 12. Since π maps S1
1 , . . . , S

1
ν(X) into

S1, for every point p ∈ S1 we have


{π−1(p)} = N.(5.3)

Suppose that there exists a point x such that x ∈ R ∩ (S1
1 ∪ · · · ∪ S1

ν(X)), where R is

the ramification divisor of π. Setting q = π(x), we see that 
{π−1(q)} = N by the

identity (5.3).

Let π−1(q) = {P1, . . . , PN} and Ui a neighbourhood of Pi such that Ui∩Uj = ∅ for

i �= j. Let V (q) be the neighbourhood of q defined by V (q) =
⋂

i π(Ui). Denote by

e the degree of π at x. It then follows from the assumption e � 2 that there exists

a neighbourhood W (x) of x such that π(W (x)) ⊂ V (q) and the degree of π|W (x)\{x},

the restriction of π to W (x) \ {x}, is e. Take a point y ∈ π(W (x)) \ {q}. Then, there

exist a point Yi ∈ Ui for each i �= 1 and points Z1, . . . , Ze ∈ U1 such that π maps

all of these points to y. Also, we see that 
{π−1(y)} � N − 1 + e � N + 1. This

contradicts that the degree of π is N . Hence R does not intersect S1
1 ∪ · · · ∪ S1

ν(X).

The proof for a meromorphic function of type (B) as in Proposition 8 proceeds in

a similar manner. �

By Lemma 22, Lemma 23 and Lemma 24, Proposition 8 has been proved.

5.2. ∆-invariants of divisors on Riemann surfaces.

Proposition 9. Let (X, ρX) be a compact connected Riemann surface of type (F0).

Let E and F be divisors on X

E + ρX(E) ∼= F + ρX(F ),(5.4)

where ∼= means linearly equivalence. Let f be a non-constant meromorphic function

such that

(f) = E + ρX(E) − (F + ρX(F )) , ρ∗Xf = f,(5.5)
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where (f) is the divisor of f . Then fρ, the restriction of f to S1
1 ∪ · · · ∪ S1

ν(X),

is a non-negative or non-positive real function if and only if ∆(E − F ) = 0 where

∆(E − F ) is a number defined as follows:

∆(E − F ) = ν(X) − |
{si ∈ Λ | f(si)/f(s1) > 0} − 
{si ∈ Λ | f(si)/f(s1) < 0}|.
Here Λ is a set consisting of points s1, s2, . . . , sν(X) such that si ∈ S1

i , f(si) �= 0,∞.

Proof. Let Szp be a intersection of S1
1 ∪ · · · ∪ S1

ν(X) with the set of zeros and poles of

fρ. Restricting fρ to (S1
1 ∪ · · · ∪ S1

ν(X)) \ Szp, we get a real function f∗. Considering

the restriction of (E + ρX(E) − F − ρX∗(F )) to S1
1 ∪ · · · ∪ S1

ν(X), we see that fρ has

only zeros and poles with even order. So the sign of f∗ does not change at each

point of Szp. Thus fρ is non-negative or non-positive on each connected component

of S1
1 ∪ · · · ∪ S1

ν(X). Hence fρ is a non-negative or non-positive real function on

S1
1 ∪ · · · ∪ S1

ν(X) if and only if there exist points p1 ∈ S1
1 \ Szp, . . . , pν(X) ∈ S1

ν(X) \ Szp

such that f(pi)/f(p1) > 0 for 1 � i � ν(X), that is, ∆(E − F ) = 0. �

Now we are in a position to prove Theorem 1.

Proof of Theorem 1. Conditions (2) and (4) in Definition 2.1 are equivalent to the

following assertions:

(1) π is a meromorphic function as in Proposition 8.

(2) π has a zero P0 of order m+ 1 � 2.

This means that Conditions (2) and (4) in Definition 2.1 are satisfied precisely when

π satisfies Condition (2) in Theorem 1. It is clear that R = R+ +ρX∗(R+). Applying

Proposition 9 to E = D and F = R+, we see that δ(L) = ∆(D−R+). Thus Condition

(3) in Definition 2.1 is equivalent to Condition (3) in Theorem 1. Hence Theorem 1

is proved. �
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6. Rational or elliptic spectral curves

6.1. Jacobi’s theta functions and Weierstrass’ zeta functions. C. G. J. Jacobi

introduced four functions θ1, θ2, θ3 and θ4 of variables p(u) = exp(π
√−1u) and q =

exp(π
√−1τ ), where u is the usual covering coordinate of an elliptic curve X = C/L

and τ stands for its period ratio with familiar standardization that the imaginary

part Imτ of τ is positive. If we take L to be Z⊕ τZ for simplicity, then these Jacobi’s

theta functions are given as follows:

θ1(u) = θ1(u|τ) =
√−1

∑
(−1)np2n−1q(n−1/2)2,

θ2(u) = θ2(u|τ) =
∑

p2n−1q(n−1/2)2,

θ3(u) = θ3(u|τ) =
∑

p2nqn2

,

θ4(u) = θ4(u|τ) =
∑

(−1)np2nqn2

.

Here the sums are taken over n ∈ Z. Under the addition of half-periods, these

functions transform according to the following table.

u+ 1/2 u+ τ/2 u+ 1/2 + τ/2 u+ 1 u+ τ u+ 1 + τ

θ1 θ2 −√−1aθ4 −aθ3 −θ1 −bθ1 bθ1

θ2 −θ1 −aθ3

√−1aθ4 −θ2 bθ2 −bθ2

θ3 θ4 aθ2

√−1aθ1 θ3 bθ3 bθ3

θ4 θ3

√−1aθ1 aθ2 θ4 −bθ4 −bθ4

For example, we have the transformation rules

θ1(u+ τ) = −b(u)θ1(u),(6.1)

θ1(u+ 1/2) = θ2(u),(6.2)

θ1(u+ τ/2) = −√−1a(u)θ4(u),(6.3)

θ3(u+ τ/2) = a(u)θ2(u),(6.4)

θ4(u+ 1/2) = θ3(u),(6.5)

where a(u) = p(u)−1q−1/4 and b(u) = p(u)−2q−1. Special values of these functions

are obtained as follows:

lim
t→∞

q−1/4∂θ1

∂u
(0|√−1t) = 2π, lim

t→∞
q−1/4θ2(0|

√−1t) = 2,

lim
t→∞

θ3(0|
√−1t) = 1, lim

t→∞
θ4(0|

√−1t) = 1.
(6.6)
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On the other hand, Weierstrass’ zeta function ζw is defined by

ζw(u) = ζw, τ (u) =
1

u
+

∑
ω∈� \ (0,0)

{
1

(u− ω)
+

u

ω2
+

1

ω

}
.(6.7)

Note that these functions have the following properties. θ1 is a odd function. θ2, θ3

and θ4 are even functions. Concerning ζw, there exist complex numbers A = Aτ and

B = Bτ depending only on τ such that

ζw(u+ 1) − ζw(u) = A, ζw(u+ τ) − ζw(u) = B, Aτ −B = 2π
√−1.

(6.8)

Moreover, if τ is pure imaginary, we have θ1(u) = θ1(u), ζw(u) = ζw(u), A = A and

B = −B.

For further details and formulas regarding these functions, we refer the reader to

McKean and Moll [22, Chapter 3].

6.2. Main results. Our main theorems which refine the correspondence proved by

McIntosh may be stated as follows. (See Section 2.2 for the detail of this correspon-

dence.)

Theorem 9. Let X be the smooth rational curve. Then (X,π,L) is a spectral data

if and only if the following conditions are satisfied:

(1) (X, ρX) is real isomorphic to (P1, ρ). By the affine coordinate λ, π is expressed

as

π(λ) = α0λ
m+1

∏n−m
j=1 (λ− Pj)∏n−m
j=1 (λ−Qj)

, P0 = 0, α0 =

∏n−m
j=1 (1 −Qj)∏n−m
j=1 (1 − Pj)

for some m and n with 1 � m � n−1. Here Pj ∈ XS = {λ ∈ X | 0 < |λ| < 1}
and Qj = 1/Pj for any 1 � j � n−m.

(2) L is a line bundle of degree n.

Theorem 10. Choosing a complex coordinate on the source suitably, the harmonic

map Ψ: R2 → CP n corresponding to the spectral data (X, π, L = OX(D)) in Theo-
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rem 9 is given by

z = x+
√−1y �→ [Ψ0(z) : Ψ1(z) : · · · : Ψn(z)],

where Ψi(z) is a function defined by

Ψi(z) = exp
(
η−1

i z − ηiz
) ·
∏n−m

j=1 (ηi − Pj)∏n−m
j=1 (ηi −Rj)

.(6.9)

Here {η0, . . . , ηn} is the inverse image π−1(1) of 1 by π and R+ =
∑n

j=1Rj is a

divisor given by the intersection of XS with R, that is, R+ = XS ∩R.

Furthermore we obtain the following

Theorem 11. Ψ is doubly periodic with periods v1, v2 ∈ C if and only if the set

V =
⋂

1�i�n

π

βi

(R ⊕√−1Z)(6.10)

contains the 2-dimensional lattice M = Zv1 ⊕ Zv2, where β1, . . . , βn are complex

numbers defined by βi = η−1
i − η−1

0 .

Proof. Let T n = {(w1, . . . , wn) ∈ C
n | |wi| = 1 (1 � i � n)} be a real n-dimensional

torus group defined by the rule

(a1, . . . , an) × (b1, . . . , bn) = (a1b1, . . . , anbn).

We define a group homomorphism Φ = (Φ1, . . . ,Φn) from the additive group R2 to

T n by z = x+
√−1y �→ (Ψ1/Ψ0, . . . ,Ψn/Ψ0).

Note that Ψ has two periods v1, v2 if and only if so is Φ. If Φ has two periods v1,

v2, then the set Zv1 ⊕Zv2 is contained in V , since V is the set of all points on which

the value of Φ is equal to the initial value Φ(0) = (1, . . . , 1) ∈ T n. Conversely, if V

contains a 2-dimensional lattice M = Zv1⊕Zv2, then clearly v1 and v2 are periods of

Φ, since Φ is a homomorphism. Hence condition (6.10) is a necessary and sufficient

condition for Ψ to be doubly periodic with periods v1, v2. �
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Corollary 2. Let (X, π, L) be a spectral data in Theorem 9 such that the degree of π

is 3. Then the corresponding harmonic map Ψ: R2 → CP 2 in Theorem 10 is always

doubly periodic with periods v1, v2, where v1 and v2 are complex numbers in the set

Zv+ ⊕ Zv− = Zπ (β1Im(β2/β1))
−1 ⊕ Zπ (β2Im(β1/β2))

−1 .

Proof. In this case, the set V in Theorem 11 reduces to Zv+⊕Zv−. Hence Corollary 2

follows from Theorem 11. �

Now we turn to the case of a smooth elliptic spectral curve X. Let us denote by

Picd(X) and J(X) the set of line bundles on X of degree d and the Jacobian of X,

respectively. Note that J(X) can be identified with X = C/(Z⊕Zτ). We then define

a biholomorphic map J : Pic0(X) → J(X) by J(L) =
∑k

j=1(Pj − Qj) (mod Z ⊕ Zτ),

provided that L ∈ Pic0(X) is expressed as a divisor line bundle OX(
∑k

j=1(Pj −Qj)).

Theorem 12. Let X be a smooth elliptic curve. Then (X,π,L) is a spectral data if

and only if the following conditions are satisfied:

(1) X is an elliptic curve Xτ = C/(Z⊕Zτ), where τ is a pure imaginary number√−1t with t > 0. ρX is an anti-holomorphic involution induced by the usual

conjugation of C. Regarded as a doubly periodic meromorphic function on C,

π is expressed as

π(u) = C
θ1(u− P0)

m+1
∏n−m−1

j=1 θ1(u− Pj) · θ1(u− Pn−m +W )

θ1(u−Q0)m+1
∏n−m

j=1 θ1(u−Qj)

for some m and n with 1 � m � n− 1. Here Pi ∈ XS = {x ∈ X | 0 < Im x <

Im τ/2 (mod Im τZ)} and Qi = Pi (mod Z ⊕ Zτ) for any 0 � i � n − m;

W = (m + 1)P0 +
∑n−m

i=1 Pi − (m + 1)Q0 −
∑n−m

i=1 Qi; P0 �= Pi for i �= 0; W

belongs to Z ⊕ Zτ ; and C is the unique constant such that π(0) = 1.

(2) Let r : Picn+1(X) → Pic0(X) be a map defined by F �→ F ⊗OX(−R+), where

R+ =
∑n

j=0Rj is a divisor of degree n + 1 given by the intersection of XS

with R, that is, R+ = XS ∩ R. Then, L is an element of the inverse image

of
(
Z ⊕√−1R

)
/ (Z ⊕ τZ) by the composition J ◦ r.
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Theorem 13. Choosing a complex coordinate on the source suitably, the harmonic

map Ψ: R2 → CP n corresponding to the spectral data (Xτ , π, L = OX(D)) in Theo-

rem 12 is given by

z = x+
√−1y �→ [Ψ0(z) : Ψ1(z) : · · · : Ψn(z)],

where Ψi(z) is a function defined by

Ψi(z) =µ−1
i exp (z[ζw(ηi − P0) − Aηi] − z[ζw(ηi −Q0) − Aηi])

· θ1(ηi − P0)
m
∏n−m

j=1 θ1(ηi − Pj)θ1(ηi +mP0 +
∑n−m

j=1 Pj −D − z + z̄)∏n
j=0 θ1(ηi −Rj)

.

(6.11)

Here {η0, . . . , ηn} is the inverse image π−1(1) of 1 by π, µi is a constant given by

µi = exp
(
2π

√−1(D −R+)Im ηi/t
)
, and A is a constant given in the equation (6.8).

Moreover we prove the following

Theorem 14. The harmonic map Ψ: R
2 → CP n in Theorem 13 is doubly periodic

with periods v1, v2 ∈ C if and only if the set V =
⋂

0�i�n Vi contains the 2-dimensional

lattice M = Zv1 ⊕ Zv2, where V0, . . . , Vn are the sets defined by

Vi =

πβ
−1
i

(
R ⊕√−1Z

)
, if βi �= 0,

C, otherwise.

Here β0, β1, . . . , βn are complex numbers defined by

β0 = −2π/t, βi = [ζw(η0 − P0) − ζw(ηi − P0) −B (η0 − ηi)τ
−1] (1 � i � n).

Corollary 3. Let (X, π, L) be a spectral data in Theorem 12 such that the degree

of π is 2 and Im β1 �= 0. Then the corresponding harmonic map Ψ: R
2 → CP 1 in

Theorem 13 is always doubly periodic with periods v1, v2, where v1 and v2 are complex

numbers in the set

Zv+ ⊕ Zv− = Zπ (Imβ1)
−1 ⊕ Z β1 (Imβ1)

−1 t/2.

Proof. In this case, the set V in Theorem 14 reduces to Zv+⊕Zv−. Hence Corollary 3

follows from Theorem 14. �
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We now give some explicit examples of harmonic maps by applying the theorems

above.

Example 1. Let (X = P1, π,L) be a spectral data defined as follows. The map

π : P1 → P1 is given by λ �→ λn+1. L is the divisor line bundle

L = OX(n0),

and P0 = 0, a point as in Condition (2) of Definition 1. Then we choose the constant

function f = 1 as a meromorphic function in Condition (3) of Definition 1. Setting

ω = exp(2π
√−1/(n + 1)), we see that π−1(1) is given by {1, ω, ω2, . . . , ωn}. Then

the corresponding harmonic map Ψ: R2 → CP n is given by

z = x+
√−1y �→ [Ψ0(z) : · · · : Ψn(z)],

where Ψi = exp(ω−jz − ωj z̄). Note that Ψ is a superconformal map. Moreover, if n

= 1, 2, 3 or 5, then ψ is doubly periodic.

Example 2. Let (X = P
1, π,L) be a spectral data defined as follows. The map

π : P1 → P1 is now given by

λ �→ 1 − β

1 − α
λ2

(
λ− α

λ− β

)
,

where α is a real number such that 0 < |α| < 1 and β = 1/α. The ramification

divisor R of π is given by R = (R1) + (0) + (ρX(R1)) + (∞), where R1 = (α2 + 3 −√
α4 − 10α2 + 9)/4α. L is the divisor line bundle given by

L = OX(R1 + ∞),

and P0 = 0. Moreover, π−1(1) = {η0, η1, η2} is given by

η0 = 1, η1 =
α− 1 +

√
4 − (α− 1)2

√−1

2
, η2 =

α− 1 −√4 − (α− 1)2
√−1

2
.

Then the corresponding harmonic map Ψ: R2 → CP 2 is given by

z = x+
√−1y �→ [Ψ0(z) : Ψ1(z) : Ψ2(z)],
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where

Ψi(z) = exp
(
η−1

i z − ηiz
) · (ηi − α)

(ηi −R1)
.

Note that Ψ is a harmonic map of isotropy order 1 and is nowhere conformal. More-

over, by Corollary 2, Ψ has two complex periods v1 and v2, which are in the lattice

Zv+ ⊕ Zv− defined by

v+ =

(
− 1√

4 − (α− 1)2
+

√−1

α− 3

)
π, v− =

(
1√

4 − (α− 1)2
+

√−1

α− 3

)
π.

Example 3. Let (Xτ = X√−1, π,L) be a spectral data defined as follows. We define

the map π : Xτ → P1 by u �→ λ = g(u)/g(1/2), where g(u) is a meromorphic function

on X given by

g(u) =
θ1(u−R0)

2θ1(u−R0 − 2
√−1)

θ1(u− R3)3

with R0 = 1/2 +
√−1/6 and R3 = 1/2 + 5

√−1/6. In this case, there exists a point

R2 ∈ XS such that the ramification divisor R is expressed as 2R0+R2+ρX(2R0+R2).

We define the divisor line bundle L by

L = OX(2R0 +R2).

Set P0 = R0 as a distinguished zero of π as in Condition (2) of Definition 1. We

choose the constant function f = 1 as a meromorphic function in Condition (3)

of Definition 1. In this case, ζw(
√−1r) = −√−1ζw(r) for r ∈ R. From this,

together with (6.8), we get A = π. Since π−1(1) is
{
0, 1/2,

√−1/2
}
, the corresponding

harmonic map Ψ: R2 → CP 2 is given by

z = x+
√−1y �→ [ψ(0, z) : ψ(1/2, z) : ψ(

√−1/2, z)],

where

ψ(u, z) = exp [z {ζw,τ (u−R0) − πu} − z̄ {ζw,τ (u− R3) − πu}] θ1(u−R2 − z + z̄)

θ1(u−R2)
.

Note that Ψ is a superconformal map into CP 2.
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Example 4. Let (Xτ = X√−1, π,L) be a spectral data defined as follows. We now

define the map π : Xτ → P1 by u �→ λ = p(u−R2)/p(−3
√−1/4), where R2 = 3

√−1/4

and p is Weierstrass’ p function defined by

p(u) =
1

u2
+

∑
(m,n) �=(0,0)

{
1

(u− (m+
√−1n))2

− 1

(m+
√−1n)2

}
.

The ramification divisor R of π is given by R = R0+R1+R2+R3, where R0 =
√−1/4,

R1 = (2 +
√−1)/4 and R3 = (2 + 3

√−1)/4. Define the divisor line bundle L by

L = OX(R0 +R1).

Set P0 = R0 as a distinguished zero of π as in Condition (2) of Definition 1. The

constant function f = 1 can be taken as a meromorphic function in Condition (3) of

Definition 1. Since π−1(1) is {0,√−1/2}, the corresponding harmonic map Ψ: R
2 →

CP 1 is given by

z = x+
√−1y �→ [ψ(0, z) : ψ(

√−1/2, z)],

where

ψ(u, z) = exp [z {ζw,τ (u−R0) − πu} − z̄ {ζw,τ (u− R2) − πu}] θ1(u−R1 − z + z̄)

θ1(u−R1)
.

Note that Ψ is a harmonic map of isotropy order 1 and is nowhere conformal.

Concerning the periodicity of Ψ, the corresponding set V in Theorem 14 then con-

sists of the lattice points in Figure 1.

Figure 1.
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From Corollary 3, we see that Ψ has two periods v+ and v− defined by

v+ = 2π/(4ζw(1/4) − π) � 0.4962....., v− =
√−1/2,

that is, Ψ(v− + z) = Ψ(v+ + z) = Ψ(z). Moreover, Ψ maps the torus T = C/(Zv+ ⊕
Zv−) to an annulus in the Riemann sphere CP 1.

6.3. Classification of spectral data with the smooth rational spectral curve.

This section is devoted to the proof of Theorem 9. First, we shall describe the real

structures of the smooth rational curve P1.

We first note that there are two real structures on P1 (cf. §2.1 in [6]). One is (P1, ρ).

The other is (P1, σ), where σ is the anti-holomorphic involution defined by

λ �→ −1/λ̄.

However, it is not suitable to choose the latter as the involution of the spectral curve

X = P1, since it has no fixed points on P1 and does not satisfy Condition (4) in

Definition 1.

Throughout this section, we shall always assume that X = P
1 and ρX = ρ.

Proposition 10. Let π be a non-constant holomorphic map from X to P1 satisfying

Conditions (1) and (2) in Theorem 1.

Then π is either (A) χ or (B) 1/χ, where χ is a meromorphic function defined by

χ(λ) = α0λ
k

∏l
j=1(λ− αj)∏l
j=1(λ− βj)

.

Here k and l are some non-negative integers with k + l �= 0; α0 ∈ C
∗ = C \ 0;

α1, . . . , αl are non zero complex numbers satisfying |αi| < 1 and |α0α1 · · ·αl| = 1;

and βi = 1/ᾱi. Moreover π has a zero P0 of order � 2.

Conversely, any map π expressed as above satisfies Conditions (2) in Theorem 1.

Proof. Assume that X and π satisfy Condition (1) and (2) in Theorem 1. From

Condition (2), π has a zero P0 of order � 2, and the divisor of π must be of the

following form

(π) = (α1) + · · · + (αl) − (β1) − · · · − (βl),(6.12)
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where {α1, . . . , αl} is a subset of S+ or S−, βi = ρX(αi), that is, βi = 1/ᾱi.

Thus π is either (A) χ or (B) 1/χ, where χ is a meromorphic function defined by

π(λ) = α0λ
k

∏l
j=1(λ− αj)∏l
j=1(λ− βj)

,(6.13)

where α1, . . . , αl, β1, . . . , βl are all complex numbers contained in C∗\S1 with |αi| < 1

and α0 ∈ C∗.

The function πρ∗Xπ is a constant function since its divisor vanishes. By the as-

sumption that π has the point x ∈ Xρ with |π(x)| = 1, we see that

π(0)ρ∗Xπ(0) = π(0)π(0) = π(x)π(x) = 1.

Using the above equation, we get

|α0α1 · · ·αl| = 1.(6.14)

Moreover, from Condition (2) in Theorem 1, π has a zero P0 of order � 2.

Conversely, let π be the map defined as above. Then, clearly π satisfies Conditions

(1) and (2) in Theorem 1. �

Proposition 11. Let π be a meromorphic function on X = P1 and L a line bundle

over X. Then (X,π,L) is a spectral data if and only if it satisfies the following

conditions:

(1) π is a meromorphic function as in Proposition 10.

(2) The degree of L is N − 1, where N is the degree of π.

Proof. Conditions (1) and (2) in Theorem 1 are equivalent to that Condition (1) in

Proposition 11 by Proposition 10. Let L ∼= OX(D) be a line bundle which satisfy

Condition (3) in Theorem 1. Then the degree of D must be equal to N − 1 since the

degree of R is equal to 2N − 2.

Conversely let L = OX(D) be any line bundle of degree N − 1. We see that δ(L)

is automatically 0. Thus Condition (3) in Theorem 1 is equivalent to Condition (2)

in Proposition 11. Hence Proposition 11 is proved. �

Now let us prove Theorem 9.
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Proof of Theorem 9. To prove this theorem, it suffices to show that for every spec-

tral data (X,π,L) with P0 as in Proposition 11, there exists a real automorphism φ

on (X, ρX) such that the value of λ at φ−1(P0) is equal to 0 and the pull-back of π by

φ is of a form in Condition (1) of Theorem 9. But this is quite straightforward. �

6.4. Classification of spectral data with smooth elliptic spectral curves.

This section is devoted to the proof of Theorem 12. First, we describe all smooth

real elliptic curves which can be spectral curves. Second, meromorphic functions

on these spectral curves, which satisfy Condition (2) in Theorem 1, are determined

(Proposition 12). Finally, after preparing a device (Proposition 13) useful to select

line bundles satisfying Condition (3) in Theorem 1, we prove Theorem 12

Let X = Xτ = C/(Z⊕ τZ) be an elliptic curve, where τ belongs to the upper half

plane H := {Imτ > 0}. Let ρX be an anti-holomorphic involution of X and Xρ the

fixed point set of ρX .

It should be remarked that a real elliptic curve (X, ρX) with Xρ = ∅ is not suitable

for our purpose, since ρX has no fixed points on X and hence violates Condition (4)

in Definition 1.

Theorem 15 ([6]). Let (X, ρX) be as above and Xρ �= ∅. Then (X, ρX) is isomorphic

to (C/(Z ⊕ τZ), σ), where τ belongs to (F0) {√−1t | t ∈ R, t > 0} or (F1) {1/2 +√−1t | t ∈ R, t > 0}, and σ is the anti-holomorphic involution on C/(Z ⊕ τZ)

induced by the usual conjugation of C.

If X is an elliptic curve of type (F0), then Xρ consists of two circles S1
A and S1

B

defined by

S1
A = (R ⊕ τZ)/(Z ⊕ Zτ), S1

B = (R ⊕ τ(1/2 + Z))/(Z ⊕ Zτ),

and X \Xρ consists of two tubes XN and XS defined by

XN = ({x ∈ C | Im τ/2 < Im x < Imτ} ⊕ Zτ) /(Z ⊕ Zτ),

XS = ({x ∈ C | 0 < Im x < Imτ/2} ⊕ Zτ) /(Z ⊕ Zτ).
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Proposition 12. Let Xτ be an elliptic curve and ρX an anti-holomorphic involution

on Xτ with Xρ �= ∅. Let π be a non-constant holomorphic map from Xτ to P1

satisfying Conditions (1) and (2) in Theorem 1.

Then Xτ is an elliptic curve of type (F0). Moreover, regarded as a doubly periodic

meromorphic function on C, π is either (A) χ or (B) 1/χ, where χ is a meromorphic

function defined by

χ(u) = C exp(−2π
√−1qu)

n+1∏
i=1

θ1(u− αi)

θ1(u− βi)
.

Here θ1 is Jacobi’s theta function as in Section 6.1; n is a positive integer; q,

α1, . . . , αn+1, β1, . . . , βn+1, and C are constants satisfying the following conditions:

(1) αi ∈ XS and
∑

i(αi − βi) is expressed as p+ qτ ∈ Z ⊕ Zτ .

(2) βi = ρX(αi), that is, αi + βi is expressed as ri + siτ ∈ R ⊕ Zτ .

(3) |C| = exp
(
π
√−1

∑
i si(αi − βi)

)
.

Moreover π has a zero P0 of order � 2. Conversely any map π expressed as above

satisfies Conditions (2) and (3) in Theorem 1.

Proof. Assume thatX and π Condition (1) and (2) in Theorem 1. From Condition (1)

in Theorem 1, the number of connected components of X \Xρ is 2, and hence X is

an elliptic curve of type (F0).

From Condition (2) in Theorem 1, the divisor of π must be of the following form

(π) = (α1) + (α2) + · · · + (αn+1) − (β1) − (β1) − · · · − (βn+1),

(6.15)

where {α1, . . . , αn+1} is a subset of XN or XS, βi = ρX(αi), that is, αi + βi is

expressed as ri + siτ ∈ R ⊕ Zτ (0 � i � n − m).

By Abel’s theorem,
∑n+1

i=1 (αi−βi) belongs to Z⊕τZ, and hence there exist integers

p and q such that
∑n+1

i=1 (αi − βi) = p+ qτ . Thusπ is either (A) χ or (B) 1/χ, where

χ is a meromorphic function defined by

χ(u) = C exp(−2π
√−1qu)

n+1∏
i=1

θ1(u− αi)

θ1(u− βi)
.(6.16)

Here θ1 is Jacobi’s theta function as in Section 6.1; n is a positive integer; q,

α1, . . . , αn+1, β1, . . . , βn+1, and C are constants satisfying Conditions (1) and (2)
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in Proposition 12.

The function πρ∗Xπ is a constant function since its divisor vanishes. By the as-

sumption that π has the point x ∈ Xρ with |π(x)| = 1, we see that

π(0)ρ∗Xπ(0) = π(0)π(0) = π(x)π(x) = 1.

Using the above equation, we get

|C| = exp

(
π
√−1

∑
i

si(αi − βi)

)
(6.17)

Moreover, from Condition (2) in Theorem 1, π has a zero P0 of order � 2.

Conversely, let π be the map defined as above. Then, clearly π satisfies Conditions

(1) and (2) in Theorem 1. �

Proposition 13. Let (X = C/(Z⊕√−1tZ), ρX) be a real curve of type (F0), which

is identified with its Jacobian J(X). Let E and F be divisors on X satisfying

E + ρX(E) ∼= F + ρX(F ),(6.18)

where ∼= means linear equivalence. Let f be a non-constant meromorphic function

such that

(f) = E + ρX(E) − (F + ρX(F )) , ρ∗Xf = f,(6.19)

where (f) is the divisor of f . Then fρ, the restriction of f to Xρ = S1
A ∪ S1

B, is a

non-negative or a non-positive real function if and only if

J(E − F ) ∈ (Z ⊕√−1R
)
/
(
Z ⊕√−1tZ

)
,(6.20)

where J(E − F ) is defined by∑
i

(Pi −Qi) mod Z ⊕ Z
√−1t,

provided E − F is expressed as E − F =
∑

i (Pi −Qi).

Proof. Let Szp be the intersection of S1
A ∪ S1

B with the set of zeros and poles of fρ.

Restricting fρ to (S1
A∪S1

B)\Szp, we get a real function f∗. Considering the restriction

of (E+ρX(E)−F −ρX(F )) to S1
A∪S1

B, we see that fρ has only zeros and poles with

even order. So the sign of f∗ remains invariant at each point of Szp, and hence fρ is
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non-negative or non-positive on each connected component of S1
A∪S1

B. Consequently,

fρ is a non-negative or a non-positive real function on S1
A ∪ S1

B if and only if there

exist points α ∈ S1
A \ Szp and β ∈ S1

B \ Szp such that f(β)/f(α) > 0.

Note that the divisors E and F satisfy the equivalence (6.18) precisely when

J(E − F ) belongs to L(0) or L(1/2), where L(s) (0 � s < 1) is defined by L(s) =

((Z + s) ⊕√−1R)/(Z ⊕√−1tZ). Then the following lemma completes the proof of

Proposition 13. �

Lemma 25. In the case J(E − F ) ∈ L(0), there exist α ∈ S1
A and β ∈ S1

B such that

f(β)/f(α) > 0. In the case J(E − F ) ∈ L(1/2), there exist α ∈ S1
A and β ∈ S1

B such

that f(β)/f(α) < 0.

Proof. The divisor E + ρX(E) − (F + ρX(F )) is expressed as
∑2k

i=1(Pi − Qi) with

Pi �= Qj (1 � i, j � 2k). By Abel’s theorem, there exist integers p and q such that

p+ qτ =
2k∑
i=1

(Pi −Qi) .(6.21)

Then the meromorphic function g having this divisor is determined up to a non-zero

constant and is expressed as follows:

g(u) = γ exp(−2π
√−1qu)

θ1(u− P1) · · · θ1(u− P2k)

θ1(u−Q1) · · · θ1(u−Q2k)
,(6.22)

where γ is a non-zero complex number and q is the integer given in (6.21).

It is not hand to see by moving the points P1, . . . , P2k, Q1, . . . , Q2k appropriately

that we can construct a 1-parameter family gs of meromorphic functions on X which

satisfies the following conditions:

(1) If J(E − F ) ∈ L(0), then g0 = g and g1 =

γG
(0)
k for k � 2,

γG
(0)
k or γ/G

(0)
k for k = 1.

If J(E−F ) ∈ L(1/2), then g0 = g and g1 = γG
(1/2)
k . Here G

(0)
k and G

(1/2)
k are

meromorphic functions on Xτ defined by

G
(0)
k (u) = exp(−2π

√−1ku)

(
θ1(u− 1/2 − τ/2)

θ1(u− 1/2)

)2k

,

G
(1/2)
k (u) =

(
θ1(u− 1/2 − τ/2)

θ1(u− τ/2)

)2

G
(0)
k−1(u).
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(2) gs depends smoothly on the parameter s for 0 � s � 1. If we denote the

divisors consisting of poles and zeros of gs by
∑

i P
s
i and

∑
iQ

s
i respectively,

then they are invariant under ρX and P s
i �= Qs

j for 1 � i, j � 2k.

Also, we can construct 1-parameter families of points αs ∈ S1
A and βs ∈ S1

B satisfying

the following conditions:

(1) For each 0 � s � 1, αs and βs do not belong to {P s
1 , . . . , P

s
2k, Q

s
1, . . . , Q

s
2k}.

(2) α1 = ε+ 1/2 and β1 = ε+ 1/2 + τ/2 = ε+ 1/2 +
√−1t/2, where ε is a small

positive constant.

We see that the sign of gs(βs)/gs(αs) does not depend on the choice of s, and hence

f(β0)/f(α0) = g0(β0)/g0(α0) and g1(β1)/g1(α1) have the same sign.

Assume that J(E−F ) ∈ L(0) and k � 2. Let us determine the sign of g1(β1)/g1(α1) =

G
(0)
k (ε+ 1/2 + τ/2)/G

(0)
k (ε+ 1/2). Using the identities (6.1) and (6.3), we see that

G
(0)
k (ε+ 1/2 + τ/2)/G

(0)
k (ε+ 1/2)

= exp(−2π
√−1k(τ/2))

(
θ1(ε)

2

θ1(ε− τ/2)θ1(ε+ τ/2)

)2k

= exp(−2π
√−1k(τ/2))

(
θ1(ε)

2(√−1a(−ε)θ4(ε)
) (−√−1a(ε)θ4(ε)

))2k

=

(
θ1(ε)

θ4(ε)

)4k

=

(
θ1(ε|

√−1t)

θ4(ε|
√−1t)

)4k

.

If we fix ε, we get a nowhere vanishing real function φ defined by

φ(t) =

(
θ1(ε|

√−1t)

θ4(ε|
√−1t)

)4k

(t > 0).

By (6.6), we get the following Taylor expansion:

lim
t→∞

q−kφ(t) = (2π)4kε4k +O(ε4k+1),(6.23)

from which we see that for a small positive ε, this is positive. If k = 1, then we can

see that the sign of f(β0)/f(α0) is positive in a similar fashion. Thus Lemma 25 is

verified in the case that J(E − F ) ∈ L(0).

In the case J(E − F ) ∈ L(1/2), the sign of g1(β1)/g1(α1) = G
(1/2)
k (ε + 1/2 +

τ/2)/G
(1/2)
k (ε + 1/2) is similarly determined as follows. Using the identities (6.1),
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(6.2), (6.3), (6.4) and (6.5), we obtain

G
(1/2)
k (ε+ 1/2 + τ/2)/G

(1/2)
k (ε+ 1/2)

=

(
θ1(ε)

θ1(ε+ 1/2)

)2(
θ1(ε− τ/2)

θ1(ε+ 1/2 − τ/2)

)−2 G
(0)
k−1(ε+ 1/2 + τ/2)

G
(0)
k−1(ε+ 1/2)

=

(
θ1(ε)

θ2(ε)

)2(
θ1(ε+ τ/2)/b(ε− τ/2)

θ1(ε+ 1/2 + τ/2)/b(ε+ 1/2 − τ/2)

)−2 G
(0)
k−1(ε+ 1/2 + τ/2)

G
(0)
k−1(ε+ 1/2)

=

(
b(ε+ 1/2 − τ/2)

b(ε− τ/2)

)−2(
θ1(ε)

θ2(ε)

)2(
θ1(ε+ τ/2)

θ1(ε+ 1/2 + τ/2)

)−2 G
(0)
k−1(ε+ 1/2 + τ/2)

G
(0)
k−1(ε+ 1/2)

=

(
b(ε+ 1/2 − τ/2)

b(ε− τ/2)

)−2(
θ1(ε)

θ2(ε)

)2( √−1a(ε)θ4(ε)√−1a(ε+ 1/2)θ4(ε+ 1/2)

)−2
G

(0)
k−1(ε+ 1/2 + τ/2)

G
(0)
k−1(ε+ 1/2)

=

(
b(ε+ 1/2 − τ/2)a(ε)

b(ε− τ/2)a(ε+ 1/2)

)−2(
θ1(ε)

θ2(ε)

)2(
θ4(ε)

θ4(ε+ 1/2)

)−2 G
(0)
k−1(ε+ 1/2 + τ/2)

G
(0)
k−1(ε+ 1/2)

=

(
b(ε+ 1/2 − τ/2)a(ε)

b(ε− τ/2)a(ε+ 1/2)

)−2(
θ1(ε)

θ2(ε)

)2(
θ4(ε)

θ3(ε)

)−2 G
(0)
k−1(ε+ 1/2 + τ/2)

G
(0)
k−1(ε+ 1/2)

= −
(

θ3(ε)

θ2(ε)θ4(ε)

)2

θ1(ε)
2G

(0)
k−1(ε+ 1/2 + τ/2)

G
(0)
k−1(ε+ 1/2)

.

From (6.23), together with (6.6), we get the following Taylor expansion:

lim
t→∞

q−(k−1)G
(1/2)
k (ε+ 1/2 + τ/2)/G

(1/2)
k (ε+ 1/2) = −24(k−1)π4k−2ε4k−2 +O(ε4k−1).

If we take a small positive ε, this is negative. Thus Lemma 25 also holds in the case

J(E − F ) ∈ L(1/2). �

Now we are in a position to prove Theorem 12.

Proof of Theorem 12. Conditions (1) and (2) in Theorem 1 are equivalent to the

following assertion: π is a meromorphic function as in Proposition 12.

It is clear that R = R+ + ρX∗(R+). Applying Proposition 13 to E = D and

F = R+, we see that Condition (3) in Theorem 1 is equivalent to Condition (2) in

Theorem 12.

Take any spectral data, that is, a triple (X,π,L) with P0, which satisfies the above

assertions and Condition (2) in Theorem 12. Consider the following real automor-
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phism φa on (X, ρX) defined by u �→ u + a, where a is a real number. Then, by

using φa and ρX , we can construct a real automorphism φ on (X, ρX) such that

(X,φ∗π, φ∗L) is a triplet in Theorem 12, where φ∗π and φ∗L denote the pull-backs

by φ of π and L, respectively. Hence Theorem 12 follows. �

6.5. Construction of harmonic maps in terms of the rational spectral curve.

Using the results in Section 2.2, let us now construct harmonic maps corresponding

to spectral data whose spectral curves are smooth rational curves, and prove Theo-

rem 10.

Let (X,π,L) be a spectral data as in Theorem 9. We may assume that π, R and

L are of the following form:

π(λ) = α0λ
m+1

∏n−m
j=1 (λ− Pj)∏n−m
j=1 (λ−Qj)

, P0 = 0, R = D + ρX(D), L = OX(D),

where α0 is a constant as in Theorem 9 and D is a divisor defined by D = mP0 +∑n−m
i=1 Ri. First we prove the following

Lemma 26. Let (X,π,L) be a spectral data as above. Define a function ψ(z, z̄, λ)

on X with parameter z by

ψ(z, z̄, λ) = exp

(
z

κ
λ−1 −

(z
κ

)
λ

)
·
∏n−m

j=1 (λ− Pj)∏n−m
j=1 (λ−Rj)

.(6.24)

Here κ = (∂ζ/∂λ)|λ=P0 is the value of the differential of the meromorphic function ζ

as in (2.4) at λ = P0. Then ψ(z, z̄, u)θA(z) is an element of H0(X, L0 ⊗ L(z)) for

any z ∈ C.

Proof. Denote by D|P0∪Q0 the restriction of the divisor D = mP0 +
∑n−m

i=1 Ri to

P0 ∪Q0. Then, applying Lemma 2 to M = D −D|P0∪Q0 − E0, N = D|P0∪Q0 −mP0,

and φ = ψ, we get the assertion. �

Next we construct a special orthonormal basis of global sections of L = OX(mP0 +∑n−m
i=1 Ri) following the method explained above. Here we choose f = 1 as a mero-

morphic function on X in Condition (3) of Definition 1. For 0 � i � n, let us denote
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by σi the following element

σi =
ηm

i

∏i−1
j=1(ηi − Rj)∏i−1

j=0(ηi − ηj) ·
∏n

j=i+1(ηi − ηj)

∏i−1
j=0(λ− ηj) ·

∏n
j=i+1(λ− ηj)

λm
∏i−1

j=1(λ− Rj)
.

Then we see that σi ∈ H0(X,L(−η0 − · · · − ηi−1 − ηi+1 − · · · − ηn)) and h(σi, σi) = 1

for 0 � i � n. Thus we get an orthonormal basis {σi}0�i�n of H0(X, L), that is,

h(σi, σj) = δij.

Owing to (2.11), the corresponding harmonic map : R2 → CP n is given by

z = x+
√−1y �→ [ψz

0(1) : ψz
1(1) : · · · : ψz

n(1)],

where each ψz
i (1) is a function defined by

ψz
i (1) = exp

(
z

κ
η−1

i −
(z
κ

)
ηi

)
·
∏n−m

j=1 (ηi − Pj)∏n−m
j=1 (ηi −R1)

.(6.25)

Define a map F : R
2 → R

2 by z = x+
√−1y �→ κz. Then the composition ψ◦F gives

rise to the harmonic map given in (6.9). This completes the proof of Theorem 10

6.6. Construction of harmonic maps in terms of elliptic spectral curves.

By an argument similar to that in section 6.2, we now construct harmonic maps

corresponding to spectral data whose spectral curves are smooth elliptic curves, and

prove Theorem 13.

Lemma 27. Let
(
X = X√−1t, π,L = OX(

∑k+n+1
i=1 Ei −

∑k
i=1 Fi)

)
be a spectral data

as in Theorem 12. Define a function ψ(z, z̄, u) on X with parameter z by

ψ(z, z̄, u) = exp

(
z

κ
[ζw(u− P0) − Au] −

(z
κ

)
[ζw(u−Q0) − Au]

)
·
∏k

j=1 θ1(u− Fj) · θ1(u− P0)
m ·∏n−m

j=1 θ1(u− Pj) · θ1(u−G−H)∏k+n+1
j=1 θ1(u− Ej)

.(6.26)

Here ζw is Weierstrass’ zeta function as in (6.7),

G =
k+n+1∑

i=1

Ei −
k∑

i=1

Fi −mP0 −
n−m∑
i=1

Pi, H = H(z, z̄) =
z

κ
−
(z
κ

)
,

A is the constant as in (6.8), and κ = (∂ ζ/∂u)|u=P0 is the value of the differential of

the meromorphic function ζ in (2.4) at u = P0. Then ψ(z, z̄, u)θA(z) is an element

of H0(X, L0 ⊗ L(z)) for any z ∈ C.
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Proof. The proof of this lemma is similar to that of Lemma 26 �

Next we construct a special orthonormal basis of global sections of L = OX(
∑k+n+1

i=1 Ei−∑k
i=1 Fi) following the method used in Section 2.2. Here we choose

f =

∏k+n+1
j=1 θ1(u− Ej)∏k

j=1 θ1(u− Fj)
∏n

j=0 θ1(u−Rj)
·

∏k+n+1
j=1 θ1(u− Ej)∏k

j=1 θ1(u− Fj)
∏n

j=0 θ1(u−Rj)

as a meromorphic function on X in Condition (3) of Definition 1. Let µi be the con-

stant in Theorem 13 and set η̂i =
∑k+n+1

i=1 Ei−
∑k

i=1 Fi−(η0 + · · · + ηi−1 + ηi+1 + · · · + ηn).

Denoting by σi the element

µ−1
i

∏n
j=0 θ1(ηi −Rj) ·

∏k
j=1 θ1(u− Fj) ·

∏i−1
j=0 θ1(u− ηj) · θ1(u− η̂i) ·

∏n
j=i+1 θ1(u− ηj)∏i−1

j=1 θ1(ηi − ηj) · θ1(ηi − η̂i) ·
∏n

j=i+1 θ1(ηi − ηj) ·
∏k+n+1

j=1 θ1(u− Ej)
,

we see that σi ∈ H0(X,L(−η0 − · · · − ηi−1 − ηi+1 − · · · − ηn)) and h(σi, σi) = 1

for 0 � i � n. Thus we get an orthonormal basis {σi}0�i�n of H0(X, L), that is,

h(σi, σj) = δij. These are well-defined by the following lemma.

Lemma 28. The above constants η̂i are not equal to ηi (mod Z ⊕ Zτ).

Proof. If η̂i = ηi mod Z ⊕ Zτ , then h(σi, σi) = 0, which is a contradiction because h

is positive definite. �

On account of (2.11), the corresponding harmonic map : R
2 → CP n is given by

z = x+
√−1y �→ [ψz

0(1) : ψz
1(1) : · · · : ψz

n(1)],

where each ψz
i (1) is a function defined by

ψz
i (1) = µi exp

(
z

κ
[ζw(ηi − P0) − Aηi] −

(z
κ

)
[ζw(ηi −Q0) − Aηi]

)
·θ1(ηi − P0)

m
∏n−m

j=1 θ1(ηi − Pj) · θ1(ηi −G−H(z, z̄))∏n
j=0 θ1(ηi −Rj)

.(6.27)

Define a map F : R
2 → R

2 by z = x+
√−1y �→ κz. Then the composition ψ◦F gives

rise to the harmonic map given in (6.11). This completes the proof of Theorem 13.
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6.7. Periodicity conditions of harmonic maps in terms of generalized Jaco-

bians. McIntosh studied periodicity conditions of the corresponding harmonic maps

by introducing certain homomorphisms into generalized Jacobians. In this section,

when X is a smooth elliptic curve, we reformulate McIntosh’s periodicity conditions

by introducing certain families of lines on the complex plane C, and prove Theo-

rem 14.

Let (X, π, L) be a spectral data as in Definition 1. Let L(z) be the line bundle

as in Section 2.2 and θA(z) the local trivialization of L(z) over XA as in (2.4). Let

J(X�) be a generalized Jacobian defined by

J(X�) =
⋃

L∈J(X)

{(Hom (L|η1 , L|η0) \ {0}) × · · · × (Hom (L|ηn , L|η0) \ {0})} .

We define a map L̂ : R2 → J(X�) by z = x+
√−1 �→ (L(z), h1(z), . . . , hn(z)), where

hi(z) is an element of Hom (L(z)|ηi
, L(z)|η0)\{0} (∼= C∗) defined by the condition that

hi(z) maps θA(z)|ηi
to θA(z)|η0. Then McIntosh proved the following

Theorem 16 ([18]). The harmonic map ψ : R2 → CP n corresponding to the above

spectral data is doubly periodic if and only if L̂ : R2 → J(X�) is doubly periodic.

In the case of the smooth rational curve X, the maps Φ in the proof of Theorem 11

and L̂ are essentially the same.

Let us determine the map L̂ when (X, π, L) is a spectral data with a smooth elliptic

curve as its spectral curve. First, we compute the map L : R2 → J(X) defined by

z = x+
√−1y �→ L(z). Let Tz be a divisor defined by

Tz = (D) −m(P0) − (S) − E0,(6.28)

where S is a point on X defined by S = G + H and E0 is the divisor given in Sec-

tion 2.2. Then ψ(z, z̄, u)⊗θA(z) belongs toH0(X,OX(Tz)⊗L(z)) (∼= H0(X,L0(−S)⊗
L(z))) by Lemma 27. Moreover, we see that ψ(z, z̄, u) ⊗ θA(z) is a non-vanishing

global holomorphic section of OX(Tz) ⊗ L(z). In particular, the line bundle L(z) ⊗
OX(Tz) is trivial, that is, L(z) ⊗ OX(Tz) ∼= OX , and hence L(z) ∼= OX(−Tz). Us-

ing (6.28) and identifying Jacobian J(X) with X ∼= C/(Z ⊕ √−1tZ), we see that

L : R2 → J(X) is given by

z = x+
√−1y �→ −D +mP0 + S + E0 = H(z, z̄) = z/κ− (z/κ) mod Z ⊕ Z

√−1t,
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where κ is the complex number in Lemma 27.

Second, we determine θA(z). Let Θ be a meromorphic function on C2 defined by

Θ(w, u) =

∏k+n+1
j=1 θ1(u− Ej)∏k

j=1 θ1(u− Fj) · θ1(u− P0)m
∏n−m

j=1 θ1(u− Pj) · θ1(u−G− w)
.

Using ψ(z, z̄, u) ⊗ θA(z) ∈ H0(X, L(z) ⊗OX(Tz)) = H0(X, OX) ∼= C, we see that

θA(z) = C exp

(
−z
κ

[ζw(u− P0) − Au] +
(z
κ

)
[ζw(u−Q0) − Au]

)
Θ (H(z, z̄), u) ,

where C is a non-zero constant.

Now we give an explicit description of L̂. Let v : S1
J = {e

√−1θ | 0 � θ < 2π} →
J(X) be a map defined by e

√−1θ �→ √−1tθ/2π mod Z ⊕ Z
√−1t. Let JS → S1

J be

the pull-back of J(X�) by v. For 0 � i � n, we define Bi : e
√−1θ ∈ S1

J �→ Bi(e
√−1θ) ∈

Hom
(
v(e

√−1θ)|ηi
, v(e

√−1θ)|η0

)
, sections of JS → S1

J , by the condition that each

Bi(e
√−1θ) maps the element exp(

√−1ηiθ)Θ(
√−1tθ/(2π), ηi) of OX(−Tz)|ηi

to the

element

exp(
√−1η0θ)Θ(

√−1tθ/(2π), η0) of OX(−Tz)|η0. Since the image of R2 by L is con-

tained in Z ⊕ Rτ mod Z ⊕ Zτ (⊂ J(X)), we can regard L̂ : R2 → J(X�) as a map

R2 → JS. Using this identification, the map L̂ : R2 → JS is given by

z = x+
√−1y �→ (

exp(2πH(z, z̄)/t) ∈ S1
J , h1(z, z̄), h2(z, z̄), · · · , hn(z, z̄)

)
,

where hi(z, z̄) is an element of Hom (v(exp(2πH(z, z̄)/t))|ηi
, v(exp(2πH(z, z̄)/t))|η0)

being defined by hi(z, z̄) = exp(bi(z, z̄))Bi(exp(2πH(z, z̄)/t)) with

bi(z, z̄) =
z

κ
[ζw(η0 − P0) − ζw(ηi − P0) − B

τ
(η0 − ηi)]

−(
z

κ
)[ζw(η0 −Q0) − ζw(ηi −Q0) − B

τ
(η0 − ηi)].

Lemma 29. For 1 � i � n, each bi(z, z̄) is pure imaginary.

Proof. We may assume that 0 � Im P0, Im Q0, Im η0, . . . , Im ηn < Im τ . On this

assumption, Q0 = P0 + τ . Using ζw(u) = ζw(ū) and B̄ = −B, we then get

[ζw(η0 − P0) − ζw(ηi − P0) −Bτ−1 (η0 − ηi)]

= [ζw(η0 − P0) − ζw(ηi − P0)] −Bτ−1(η0 − ηi)(6.29)

= [ζw(η0 −Q0 + τ) − ζw(ηi −Q0 + τ)] − Bτ−1(η0 − ηi).
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In the case that η0 ∈ S1
A and ηi ∈ S1

B, it follows from ζw(u+ τ) = ζw(u) +B that the

right hand side of (6.29) is equal to

[ζw(η0 −Q0 + τ) − ζw(ηi − τ −Q0 + τ)] − Bτ−1(η0 − ηi + τ)

= [ζw(η0 −Q0) − ζw(ηi −Q0)] − Bτ−1(η0 − ηi),

which implies see that bi is pure imaginary. Similarly, we can also see that bi is pure

imaginary in other cases. �

Thus we can consider L̂ : R2 → JS to be a map LT : R2 → T n+1 = S1
J ×S1×· · ·×S1

defined by

z = x+
√−1y �→ (exp(2πH(z, z̄)/t), exp(b1(z, z̄)), . . . , exp(bn(z, z̄))) .

Evidently, L̂ is doubly periodic if and only if LT is doubly periodic. Then we have

the following

Proposition 14. The harmonic map ψ : R2 → CP n, defined by (6.27), corresponding

to a spectral data (X, π, L) is doubly periodic with periods v1, v2 ∈ C if and only if

the set V =
⋂

0�i�n Vi contains the 2-dimensional lattice M = Zv1 ⊕ Zv2, where

V0, . . . , Vn are the sets defined by

Vi =

πβ
−1
i

(
R ⊕√−1Z

)
, if βi �= 0,

C, otherwise.
(6.30)

Here β0, β1, . . . , βn are complex constants defined by

β0 = 2π/(κ t), t, βi = [ζw(η0 − P0) − ζw(ηi − P0) −B (η0 − ηi)τ
−1]/κ (1 � i � n).

Proof. Recall that ψ has two periods v1, v2 if and only if LT has two periods v1, v2

by Theorem 16. If LT has two periods v1, v2, then the set Zv1 ⊕ Zv2 is contained

in V , since V is the set of all points on which the value of LT is equal to the initial

value LT (0) = (1, . . . , 1) ∈ T n+1.

Conversely, if V contains a 2-dimensional lattice M = Zv1 ⊕ Zv2, then clearly v1

and v2 are periods of LT , since LT is a homomorphism from the additive group R
2

to T n+1. Hence Condition (6.30) is a necessary and sufficient condition for LT to be

doubly periodic with periods v1, v2. �
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Now let us prove Theorem 14.

Proof of Theorem 14. From the argument in the proof of Theorem 13, we see

that the map given in Theorem 14 is a composition ψ ◦ F , where ψ is the map in

Proposition 14 and F is a map defined by R
2 → R

2, z = x +
√−1y �→ κz. Thus

Theorem 14 follows immediately from Proposition 14. �
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