
ISSN 1343-9499

TOHOKU
MATHEMATICAL

PUBLICATIONS

Number 26

Stability and singularities
of harmonic maps into spheres

by
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Preface

This monograph is based on the author’s doctoral thesis [27] submitted to

the Mathematical Institute, Tohoku University in 2002. In that thesis, the

author studied the relation between singularities and stability of harmonic

maps from domains in the 4-dimensional Euclidean space into 3-spheres. We

shall give basic notation and review the history of study for harmonic maps

briefly in the first two chapters, especially several known results closely related

to ours. In Chapter 3, we shall prove a theorem on energies of harmonic maps

between spheres following Ramanathan’s paper [29]. This plays an important

role in proving the main result in the thesis [27]. In Chpater 4, we shall prove

the main theorem following the author’s papers [25] and [26].

Harmonic maps are the critical points of the Dirichlet energy functional

defined for maps between Riemannian manifolds, and they play very important

roles in various context in differential geometry as well as in physics.

Let Ω be a bounded domain with smooth boundary in the m-dimensional

Euclidean space R
m and Sn denote the n-dimensional unit sphere in Rn+1,

where m and n are integers greater than or equal to 2. We define the Sobolev

space W 1,2(Ω,Rn+1) of maps from Ω to Rn+1 to be

W 1,2(Ω,Rn+1) =


u = (ui)1≤i≤n+1

∣∣∣∣∣∣
ui ∈ L2(Ω,R),

∂ui

∂xα
∈ L2(Ω,R)

for 1 ≤ i ≤ n+ 1, 1 ≤ α ≤ m


 ,

where ∂ui/∂xα is the derivative in distribution sense. The inner product
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(·, ·)W 1,2 of W 1,2(Ω,Rn+1) is defined by

(u, v)W 1,2 =
∫
Ω
u · v dx+

∫
Ω
〈∇u,∇v〉 dx.

Here and in what follows, we use the notation:

u · v =
n+1∑
i=1

uivi, |u|2 = u · u, ∇u =

(
∂ui

∂xα

)
1≤i≤n+1, 1≤α≤m

,

〈∇u,∇v〉 =
n+1∑
i=1

m∑
α=1

∂ui

∂xα
∂vi

∂xα
, |∇u|2 = 〈∇u,∇u〉.

Also, W 1,2
0 (Ω,Rn+1) denotes the closure of C∞

0 (Ω,Rn+1) inW 1,2(Ω,Rn+1). Fur-

thermore we define the class W 1,2(Ω,Sn) of Sobolev maps to be

W 1,2(Ω,Sn) = {u ∈W 1,2(Ω,Rn+1)| |u(x)| = 1 for almost every x ∈ Ω}.

Also, for any ζ ∈ C∞(∂Ω,Sn), we define the class W 1,2
ζ (Ω,Sn) to be

W 1,2
ζ (Ω,Sn) = {u ∈W 1,2(Ω,Sn) | u = ζ on ∂Ω}.

To every element u ∈W 1,2(Ω,Sn), we associate a non-negative real number

E(u) =
1

2

∫
Ω
|∇u|2 dx,

which is called the Dirichlet energy of u, and E is referred to as the Dirichlet

energy functional. In the present monograph, we investigate the variational

problem of E. More precisely, for a given ζ ∈ C∞(∂Ω,Sn), we look for mini-

mum points and critical points of E in the class W 1,2
ζ (Ω,Sn). Namely,

Problem 1. Find a map umin ∈W 1,2
ζ (Ω,Sn) which satisfies

E(umin) = Inf
u∈W 1,2

ζ
(Ω,�n)

E(u),

and study its regularity.

We call the map umin an energy minimizing map, which is a natural gener-

alization of the notion of harmonic functions. When W 1,2
ζ (Ω,Sn) is non-empty,
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the existence of such maps can be proved by the direct method in the calculus

of variations. Since elements of W 1,2(Ω,Sn) are not necessarily continuous, it

is important to study the regularity of energy minimizing maps. In accordance

with custom, we use the word regularity when we discuss the differentiability

of a Sobolev map. Also, the word smooth means being infinitely differentiable.

In contrast to harmonic functions, energy minimizing maps are not neces-

sarily continuous. For an energy minimizing map u, a point of Ω is said to be a

singular point of u if u is discontinuous at a. A typical example of discontinuous

energy minimizing maps is given by the map x/|x| ∈W 1,2
id
�m−1

(Bm,Sm−1) (m ≥
3) ([21]), where Bm is an m-dimensional unit open ball in Rm. Obviously,

this is discontinuous at 0. On the regularity of energy minimizing maps, the

following facts have been already established.

(1) There exists a neighborhood of ∂Ω in which umin is smooth (see Schoen-

Uhlenbeck [34]).

(2) If m = 2, then umin is smooth in Ω (see Morrey [23]).

(3) If m ≥ 3, there exists a closed set Σ ⊂ Ω with dimH(Σ) ≤ m − 3 such

that umin is smooth on Ω\Σ. Moreover, Σ is a discrete set if m = 3 (see

Schoen-Uhlenbeck [33]). Here, dimH stands for the Hausdorff dimension.

By the very definition, an energy minimizing map is a minimum point of the

Dirichlet energy functional, and hence it is also a critical point, that is, a weak

solution to the Euler-Lagrange equation of the Dirichlet energy functional.

Here, two types of the Euler-Lagrange equations are to be considered. One

is obtained by the variation in the target S
n, and the other is obtained by

the variation in the domain Ω. The Euler-Lagrange equation obtained by the

former variation is given by

∫
Ω
{〈∇u,∇φ〉 − |∇u|2u · φ} dx = 0 for all φ ∈ C∞

0 (Ω,Rn+1), (1)
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and that for the latter variation is given by

∫
Ω


|∇u|2div(η) − 2

m∑
α,β=1

∂ηβ

∂xα
∂u

∂xα
· ∂u
∂xβ


 dx = 0 for all η ∈ C∞

0 (Ω,Rm).

(2)

We call u ∈W 1,2(Ω,Sn) a weakly harmonic map if u satisfies (1); and u is said

to be a stationary harmonic map if u satisfies both (1) and (2). If u is smooth

and satisfies (1), we call u a smooth harmonic map. In the present monograph,

we use the terminology “harmonic maps” to mean both in the regular sense and

in the weak sense. Energy minimizing maps are always stationary harmonic

maps, and it is immediate by the definition that stationary harmonic maps are

always weakly harmonic maps. The converse, however, is not true.

Now we state a natural problem on harmonic maps.

Problem 2. Given any ζ ∈ C∞(∂Ω,Sn), find harmonic maps u ∈W 1,2
ζ (Ω,Sn)

and study the regularity of them.

Contrary to the case of energy minimizing maps, weakly harmonic maps

may be discontinuous on larger sets. Indeed, Rivière [30] constructed a weakly

harmonic map from B3 into S2 which is discontinuous everywhere on B3. On

the other hand, Bethuel [3] and Evans [9] proved that any stationary harmonic

map u ∈W 1,2(Ω,Sn) is smooth on Ω except for an Hm−2-null set, where Hm−2

is the (m− 2)-dimensional Hausdorff measure.

Recall that the harmonicity is a condition on the first variation of the

Dirichlet energy functional, and harmonic maps correspond to critical points

of the Dirichlet energy functional. Thus we next consider the second variation

of the Dirichlet energy functional at a harmonic map. Let u ∈W 1,2(Ω,Sn) be

a weakly harmonic map. Then the second variation of E at u is given by

δ2
uE(ψ) =

∫
Ω
{|∇ψ|2 − |∇u|2|ψ|2} dx

for ψ ∈W 1,2
0 ∩L∞(Ω,Rn) satisfying ψ(x) · u(x) = 0 for almost every x ∈ Ω. A
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harmonic map u ∈W 1,2(Ω,Sn) is said to be weakly stable if

δ2
uE(ψ) ≥ 0

for all ψ ∈ W 1,2
0 ∩ L∞(Ω,Rn+1) satisfying u(x) · ψ(x) = 0 for almost every

x ∈ Ω. Otherwise, we call u unstable. The orthogonality condition means that

ψ is a vector field along u.

An energy minimizing map is weakly stable because it is a minimum point

of the Dirichlet energy functional. Hong [17] and Hong-Wang [18] proved that

a weakly stable stationary harmonic map u ∈ W 1,2(Ω,Sn) is smooth on Ω if

n ≥ 3 except for a closed set Σ with dimH(Σ) ≤ m− 3.

There have been many other results on the regularity of harmonic maps.

Most of them, however, are concerned with the estimate of the size of the

singular set (the set of points of discontinuity).

In 1987, Brezis-Coron-Lieb [5] investigated the behavior of an energy mini-

mizing map from a domain in R
3 into S

2, and showed that its mapping degree

around a singular point is equal to +1 or −1. Indeed, they analyzed the pre-

cise behavior around the singular point. Subsequently, many people made use

of the technique of Brezis-Coron-Lieb and developed a deep theory. Typical

results are obtained on estimates of the number of singular points (due to

Almgren-Lieb [1], Hardt-Lin [14]), and the existence of infinitely many weakly

harmonic maps (due to Bethuel-Brezis-Coron [4]). Now we have a natural

problem.

Problem 3. Analyze the behavior of an energy minimizing map around its

singular points.

The work of Brezis-Coron-Lieb, however, depends heavily on the fact that

their target manifold is S
2, which is a Riemann surface. Therefore it seems

rather difficult to apply their techniques in higher dimensional cases. Since

spheres of different dimensions have distinct geometric properties, we must

use different techniques. In the present monograph, we consider the weakly
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stable stationary harmonic maps from a domain in R4 into S3. In this case, due

to Hong-Wang [18], Okayasu [28] and Schoen-Uhlenbeck [35], the set of interior

singular points of a weakly stable stationary harmonic map is a discrete set.

Now, let us state the main theorem of the present monograph (Theorem

1.9 (1) in Chapter 1). This result was proved in [26].

Theorem 0.1 (Mapping degree around a singular point) Let Ω ⊂ R
4 be a

bounded domain with smooth boundary. If a weakly stable stationary harmonic

map u ∈ W 1,2(Ω,S3) has a singular point ξ ∈ Ω, then the mapping degree of u

around ξ is equal to +1, −1 or 0.

As a consequence, if a stationary harmonic map from a 4-dimensional do-

main in R4 into S3 has an isolated singular point ξ ∈ Ω and if the mapping

degree of u at ξ is neither ±1 nor 0, then u is revealed to be unstable.

Unfortunately, we do not know whether there exists a weakly stable station-

ary harmonic map having a singular point around which the mapping degree

of u is equal to 0. Although we do not know such an example, we cannot

exclude the possibility from our proof at present. It is the author’s personal

opinion that we may exclude the possibility by another consideration. This is

one of our future problems.

The assumption of weak stability of u is essential for determining the map-

ping degree around a singular point in Theorem 0.1. Indeed, for any integer

d, there exists a stationary harmonic map ud ∈ W 1,2(B4,S3) having an iso-

lated singular point at the origin, at which the mapping degree of u is equal

to d (see Theorem 1.10 in Chapter 1). Therefore, in the case of maps from

a 4-dimensional domain into S3, the weak stability effects the behavior of a

stationary harmonic map around its isolated singular points.

In addition to the mapping degree, the exact behavior of a stable stationary

harmonic map around a singular point can be determined if the mapping degree

there is equal to +1 or −1. To state the results precisely, we now introduce a

rescaled map. For a point ξ ∈ Ω and 0 < ρ < dist(ξ, ∂Ω) we define the map
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uξ,ρ ∈W 1,2(Bm,Sn−1) to be

uξ,ρ(x) = u(ξ + ρx),

where B
m is the unit ball in R

m with center at the origin. It can be thought

that uξ,ρ emphasizes the behavior of u around ξ if ρ is small. We have the

following result (Theorem 1.9 (2) in Chapter 1) (see [26]).

Theorem 0.2 Let Ω ⊂ R4 be a bounded domain. Suppose that a weakly stable

stationary harmonic map u ∈W 1,2(Ω,S3) has an isolated singular point ξ ∈ Ω,

and that its mapping degree around ξ is equal to +1 or −1. Then there exist

a sequence {ρj}∞j=1 of positive numbers tending to 0, and a 4 × 4 constant

orthogonal matrix S such that for any multi-index (l1, l2, l3, l4), where each lk

is a non-negative integer,(
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3( ∂

∂x4

)l4
uξ,ρj

converges to (
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3( ∂

∂x4

)l4
S
x

|x|
uniformly on every compact subset of B

4\{0} as j tends to ∞.

Theorem 0.1 and Theorem 0.2 correspond to Theorem 1.9 in Chapter 1 and

the proofs will be given in Chapter 4. The proofs are done by using the so-

called blow-up technique and a precise analysis of the second variation. Beside

these, we are obliged to set a stronger condition on the second variation, called

strict stability, as follows. Suppose that the singular set of a weakly harmonic

map u ∈ W 1,2(Ω,Sn) consists of a finite number of interior points. Then u is

said to be strictly stable if there exists a positive number λ > 0 such that

δ2
uE(ψ) ≥ λ

∫
Ω
d(x)−2|ψ|2 dx

for any ψ ∈W 1,2
0 ∩L∞(Ω,Rn+1) satisfying u(x) ·ψ(x) = 0 for almost every x ∈

Ω. Here d(x) = dist(x, Sing(u)) denotes the distance from x to Sing(u), where

Sing(u) is the set of points of discontinuity of u. The weight function d(x)−2

reflects the behavior of u near Sing(u). We denote by λ(u) the supremum of

such λ. We use the following curious phenomenon (Theorem 1.9 (1)) (see [26]).
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Theorem 0.3 Let Ω ⊂ R4 be a bounded domain with smooth boundary. Sup-

pose that a weakly stable stationary harmonic map u ∈ W 1,2(Ω,S3) has an

isolated singular point ξ and that the mapping degree of u around ξ is equal to

+1 or −1. Then u is not strictly stable.

It is known that an energy minimizing map x/|x| ∈ W 1,2(Bm,Sm−1) satisfies

λ
(
x

|x|
)

=
(m− 4)2

4
for m ≥ 3.

Therefore our method seems neither to be used for higher dimensional cases

nor to give a new proof of Brezis-Coron-Lieb’s result.

Study of the behavior of a harmonic map around a singular point is very

interesting not only from analytical point of view, but also from geometrical

point of view. Also, it is important to investigate what type of conditions on

harmonic maps influences the behavior of harmonic maps around a singular

point. Theorems mentioned above are the first result which clarifies the effect

of stability on the behavior of a stationary harmonic map around an isolated

singular point in a simple setting. Although our method seems not applicable

to the case of maps from an m-dimensional domain into an (m − 1)-sphere if

m 
= 4, the author believes that the precise analysis of the second variation is

an efficient method in the study of singularity of harmonic maps. Also, the

non-strict stability appearing in Theorem 0.3 reflects some special structure of

maps from a 4-dimensional domain into a 3-sphere.

The present monograph is organized as follows.

In Chapter 1, we collect several definitions used throughout the monograph

and review relevant known results on harmonic maps. We state the main

theorem (Theorem 1.9) in the author’s thesis [27] and some corollaries derived

from it.

In Chapter 2, we prove the energy identity for stationary harmonic maps

and introduce the blow-up technique. By virtue of this technique, the proof

of Theorem 1.9 is reduced to the study of smooth harmonic maps between

3-spheres. In the course of the discussion of the blow-up, we prove a simple
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inequality (Lemma 2.1) that relates the upper bound of the Dirichlet energy

of a weakly stable stationary harmonic map.

In Chapter 3, we present some relevant results on conformal geometry and

discuss the energy of harmonic maps between spheres. Theorems obtained in

this Chapter are used to obtain the lower bound of the Dirichlet energy of

weakly harmonic maps satisfying some additional conditions.

In Chapter 4, we prove Theorem 1.9 by applying the estimate of the Dirich-

let energy and the stability condition. Also, we make several remarks and

comments on some of our future problems.
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List of Basic Notation

Let Ω be a bounded domain in R
m and M and N denote smooth compact

Riemannian manifolds.

[1] For a point ξ = (ξ1, ξ2, · · · , ξm) ∈ Rm and a constant ρ > 0, we set

Bm
ρ (ξ) = {x = (x1, x2, · · · , xm) ∈ Rm| ∑m

α=1(x
α− ξα)2 < ρ2}. We simply

write B
m for B

m
1 (0).

[2] For vectors x = (x1, x2, · · · , xm), y = (y1, y2, · · · , ym) ∈ Rm and u =

(u1, u2, · · · , uD), v = (v1, v2, · · · , vD) ∈ RD, the notation · stands for

the standard Euclidean inner product of Rm and RD. That is, x · y =∑m
α=1 x

αyα, u · v =
∑D
i=1 u

ivi. Also, | | denotes the standard norm |x| =

(x · x)1/2, |u| = (u · u)1/2.

[3] For matrices A = (Aiα), B = (Bi
α) (1 ≤ α ≤ m, 1 ≤ i ≤ D), we define

〈A,B〉 to be 〈A,B〉 = trace(AtB) =
∑m
α=1

∑D
i=1A

i
αB

i
α and |A| to be

|A| = 〈A,A〉1/2.

[4] For s, t ∈ R, we denote s ∨ t = Max{s, t} and s ∧ t = Min{s, t}.

[5] For a map v : Rm → Rn+1 we define the gradient ∇u of u to be

∇u =

(
∂ui

∂xα

)
1≤α≤m, 1≤i≤n+1

.

[6] C∞(Ω,Rn+1) is the space of Rn+1-valued infinitely differentiable maps

in Ω. D(Ω) = C∞
0 (Ω,Rn+1) is the space of infinitely differentiable maps

with compact support in Ω, and D′
(Ω) is the dual space of D(Ω). For

T ∈ D′
(Ω) and φ ∈ D(Ω), 〈T, φ〉 is the pairing of T and φ.

[7] We denote by TM a tangent bundle of M and by T ∗M a cotangent

bundle. For p ∈ M , TpM is a tangent space of M at p and T ∗
pM a

cotangent space of M at p.

[8] C∞(M,N) is the set of smooth maps from M into N .
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[9] If π : E → M and η : F → M are two vector bundles, we denote by

E ⊗ F the tensor product of E and F .

[10] Let π : E → M be a smooth vector bundle over M . We denote by

C∞(E) the vector space of smooth sections of E.

[11] If u : M → N is a smooth map and η : F → N a smooth vector bundle,

we denote by u−1F the pull back bundle.

[12] The Sobolev space W 1,2(Ω,Rn+1) is defined to be

W 1,2(Ω,Rn+1) =


u = (ui)1≤i≤n+1

∣∣∣∣∣∣
ui ∈ L2(Ω,R),

∂ui

∂xα
∈ L2(Ω,R)

for 1 ≤ α ≤ m, and 1 ≤ i ≤ n+ 1


 ,

where ∂ui/∂xα is the derivative in distribution sense. W 1,2
0 (Ω,Rn+1) is

the closure of C∞
0 (Ω,Rn+1) in W 1,2(Ω,Rn+1).

[13] For {uj}∞j=1 ⊂ W 1,2(Ω,Rn+1) and u∞ ∈ W 1,2(Ω,Rn+1), by uj → u∞ in

W 1,2(Ω,Rn+1) we mean that uj converges strongly to u∞ inW 1,2(Ω,Rn+1).

Also, uj ⇀ u∞ in W 1,2(Ω,Rn+1) means that uj converges weakly to u∞

in W 1,2(Ω,Rn+1).

[14] We define the set W 1,2(Ω,Sn) of sphere-valued Sobolev maps to be

W 1,2(Ω,Sn) = {u ∈W 1,2(Ω,Rn+1)| |u(x)| = 1 for almost every x ∈ Ω}.

[15] For a map u ∈ W 1,2(Ω,Sn), ξ ∈ Ω and 0 < ρ < dist(ξ, ∂Ω), we define the

rescaled map uξ,ρ ∈W 1,2(Bm,Sn) to be uξ,ρ(x) = u(ξ + ρx).

[16] M(Ω) is the set of Radon measures on Ω. Given µ ∈ M(Ω) and any Borel

set A ⊂ Ω, we define another Radon measure µ�A to be (µ�A)(B) =

µ(A ∩ B) for a Borel set B in Ω.

[17] For {µj}∞j=1 ⊂ M(Ω) and µ ∈ M(Ω), by µj ⇀ µ in M(Ω) we mean that

lim
j→∞

∫
Ω
f dµj =

∫
Ω
f dµ

for any f ∈ C0(Ω).
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[18] For 0 ≤ s < ∞, 0 < δ ≤ ∞, we define the s-dimensional Hausdorff

premeasure Hs
δ by

Hs
δ(A) = Inf




∞∑
j=1

ωs

(
diam(Cj)

2

)2
∣∣∣∣∣∣ A ⊂

∞⋃
j=1

Cj, diam(Cj) ≤ δ


,

for each A ⊂ R
m, where ωs = πs/2/Γ(s/2 + 1). Hs denotes the s-

dimensional Hausdorff measure given by

Hs(A) = lim
δ→0

Hs
δ(A) = Sup

δ>0
Hs
δ(A).

for each A ⊂ R
m.

[19] For 1 ≤ p <∞, we define the p-capacity Capp to be

Capp(A) = Inf



∫
�m

|∇ϕ|p dx
∣∣∣∣ ϕ ∈ C∞

0 (Rm,R), A ⊂ Int{φ ≥ 1}



for each A ⊂ R
m, where {φ ≥ 1} = {x ∈ R

m|φ(x) ≥ 1} and Int{φ ≥ 1}
is the interior of {φ ≥ 1}.
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Chapter 1

Introduction

§1.1 Smooth harmonic maps

Let M be an m-dimensional compact Riemannian manifold with metric g

(with or without boundary), and N be an n-dimensional compact Riemannian

manifold with metric h (without boundary). By Nash’s embedding theorem,

we may assume thatN is isometrically embedded in aD-dimensional Euclidean

space RD for some positive integer D. Let dµg be the canonical measure

on M induced by the metric g. We define the Dirichlet energy functional

E : C∞(M,N) → R to be

E(u) =
1

2

∫
M
|du|2 dµg,

where, in terms of a local coordinate system (xα)1≤α≤m in M and a local

coordinate system (yi)1≤i≤n in N , the energy density |du|2 is expressed as

|du|2 = gαβ(x)hij(u)
∂ui

∂xα
∂uj

∂xβ
.

Here

gαβ = g

(
∂

∂xα
,
∂

∂xβ

)
, hij = h

(
∂

∂yi
,
∂

∂yj

)
,

and (gαβ)
−1 = (gαβ). Hereafter, we use the summation convention of Einstein.

Throughout this chapter, repeated Greek indices are understood to be summed

from 1 to m, and repeated small Latin indices are to be summed from 1 to

n. The manifolds M and N are called the source and the target, respectively.

15



We are interested in critical points of E. Let U ⊂ Int(M) be a compact set

with smooth boundary ∂U , where Int(M) is the interior of M . For a small

ε > 0 let (ut)t∈I be a smooth variation of u satisfying ut = u in M\U for all

t ∈ I = (−ε, ε). The map F (x, t) = ut(x) : M × I → N is smooth and u0 = u,

so we can define a smooth section V ∈ C∞(u−1TN) (here C∞(u−1TN) is the

vector bundle induced by u) to be

V (x) =
d

dt
ut(x)

∣∣∣∣∣
t=0

for x ∈M.

We calculate the first variation of E at u:

d

dt
E(ut)

∣∣∣∣∣
t=0

=
1

2

d

dt

∫
M
|dut|2 dµg

∣∣∣∣∣
t=0

=
1

2

∫
M

∂

∂t
〈dut, dut〉

∣∣∣∣∣
t=0

dµg =
∫
M
〈∇ ∂

∂t
dut, dut〉

∣∣∣∣
t=0

dµg,

where dut is the differential of ut along M for a fixed t and ∇ ∂
∂t

is the covariant

derivative in T ∗(M × I) ⊗ F−1TN . Let X be an element of C∞(TM). We

naturally identify X with an element (X, 0) of C∞(T (M×I)). Also we identify

∂/∂t ∈ C∞(TM) with an element (0, ∂/∂t) of C∞(T (M × I)). Then we have

(
∇ ∂

∂t
dut

)
(X) = ∇F−1TN

∂
∂t

(dut(X)) − dut

(
∇T (M×I)

∂
∂t

X
)

= ∇F−1TN
∂
∂t

(dF (X)) − 0

= ∇F−1TN
X

(
dF

(
∂

∂t

))
+ dF

([
∂

∂t
,X

])

= ∇F−1TN
X

(
∂F

∂t

)
+ 0.

Here ∇F−1TN is the natural connection on F−1TN . Thus we have

∇ ∂
∂t
dut = ∇F−1TN ∂F

∂t

and

d

dt
E(ut)

∣∣∣∣∣
t=0

=
∫
M

〈
∇F−1TN ∂F

∂t
, dut

〉∣∣∣∣∣
t=0

dµg

=
∫
M
〈∇u−1TNV, du〉 dµg.
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For an arbitrary point p ∈ M , we take a normal coordinate system (xα) with

origin at p. For simplicity, we abbreviate

∂α =
∂

∂xα
, ∇α = ∇ ∂

∂xα
.

Then it holds that

∇α∂β = 0, ∇αg
βγ = 0 at p

for 1 ≤ α, β, γ ≤ m. Hence we have

〈∇u−1TNV, du〉 =
m∑
α=1

〈∇u−1TN
α V, du(∂α)〉

=
m∑
α=1

{
∇α(〈V, du(∂α)〉) − 〈V,∇u−1TN

α (du(∂α))〉
}

=
m∑
α=1

{∇α(〈V, du(∂α)〉) − 〈V,∇αdu(∂α)〉} .

The first term on the right-hand side is the divergence of the vector field

〈V, ∂α〉∂α, which has a meaning globally. Since V vanishes inM\U , the integral

of this term vanishes. Consequently, we obtain

d

dt
E(ut)

∣∣∣∣∣
t=0

= −
∫
M
〈V, τ(u)〉 dµg, (1.1)

where τ(u) is the smooth section of u−1TN given by

τ(u)(p) =
m∑
α=1

∇�α
du(fα).

Here (fα)1≤α≤m is an orthonormal basis of TpM , and τ(u) is independent of

the choice of basis. τ(u) is said to be the tension field of u. We call (1.1) the

first variation formula. We now define the smooth harmonic map as a critical

point of the Dirichlet energy.

Definition 1.1 (Smooth harmonic map) A map u ∈ C∞(M,N) is said to

be smooth and harmonic if its tension filed τ(u) vanishes everywhere on M .

Let us give a local expression of the tension field of u. Let (xα) be a local

coordinate system in M and (yi) be a local coordinate system in N . We denote
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by MΓαβγ the Christoffel symbols of the Riemannian connection on M , and by

NΓijk that on N . First we calculate the components of ∇du:

∇αdu = ∇α

(
∂ui

∂xβ
dxβ ⊗ ∂

∂yi
◦ u
)

=
∂2ui

∂xα∂xβ
dxβ ⊗ ∂

∂yi
◦ u− MΓβαγ

∂ui

∂xβ
dxγ ⊗ ∂

∂yi
◦ u

+ NΓijk
∂uk

∂xβ
∂uj

∂xα
dxβ ⊗ ∂

∂yi
◦ u

=

(
∂2ui

∂xα∂xβ
− MΓγαβ

∂ui

∂xγ
+ NΓijk

∂uj

∂xα
∂uk

∂xβ

)
dxβ ⊗ ∂

∂yi
◦ u.

Therefore we have

(∇du)iαβ =
∂2ui

∂xα∂xβ
− MΓγαβ

∂ui

∂xγ
+ NΓijk

∂uj

∂xα
∂uk

∂xβ
.

This gives a local expression of τ(u):

τ(u)i = gαβ(∇du)iαβ
= gαβ

(
∂2ui

∂xα∂xβ
− MΓγαβ

∂ui

∂xγ

)
+ gαβ NΓijk

∂uj

∂xα
∂uk

∂xβ

= ∆Mu
i + gαβ NΓijk

∂uj

∂xα
∂uk

∂xβ
.

Here ∆M is the Laplacian on M .

Next, we give another expression of the equation of a smooth harmonic

map. We write the equation of a smooth harmonic map in the standard coor-

dinate system of RD. Let (ut)t∈I be a smooth variation of u as above, and we

define a smooth section W ∈ C∞(u−1TN) to be

W (x) =
d

dt
ut(x)

∣∣∣∣∣
t=0

for x ∈M.

We regard u and W as RD-valued maps and denote

u(x) = (u1(x), u2(x) · · · , uD(x)),

W (x) = (W 1(x),W 2(x) · · · ,WD(x)).
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Then we have

d

dt
E(ut)

∣∣∣∣∣
t=0

=
1

2

D∑
A=1

∫
M

∂

∂t
〈duAt , duAt 〉

∣∣∣
t=0

dµg

=
D∑
A=1

∫
M
〈dWA, duA〉 dµg = −

D∑
A=1

∫
M

∆Mu
AWA dµg

= −
∫
M

∆Mu ·W dµg,

where ∆Mu = (∆Mu
1,∆Mu

2, · · · ,∆Mu
D), and large Latin indices are to be

summed from 1 to D. Since we can take an arbitrary W ∈ C∞(u−1TN), u is a

smooth harmonic map if and only if the Tu(p)N -component of ∆Mu(p) equals 0

for any p ∈M . For a vector v ∈ TyR
D, we denote v� the TyN -component of v

and v⊥ the T⊥
y N -component of v, where T⊥

y N is an orthogonal complement of

TyN in TyR
D. Let (xα) be a local coordinate system in M . ∆Mu

A is expressed

as

∆Mu
A =

1√
det(gστ )

∂

∂xα

(
gαβ

√
det(gστ )

∂uA

∂xβ

)
=

1√
det(gστ )

∂XA
α

∂xα
.

Here,

XA
α = gαβ

√
det(gστ )

∂uA

∂xβ
,

and we define an R
D-valued map of class C∞ to be Xα = (X1

α, X
2
α, · · · , XD

α ).

Since

Xα = gαβ
√

det(gστ )
∂u

∂xβ
= gαβ

√
det(gστ )du

(
∂

∂xβ

)
,

Xα is a smooth section of u−1TN , that is, Xα(p) ∈ Tu(p)N for any p ∈ M .

Let {Y1, Y2, · · · , Yn} be a local frame of TN around p. There exist smooth

functions ξ1
α, ξ

2
α, · · · , ξnα satisfying

Xα = ξiαYi ◦ u
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around p. Then we have

(∆Mu)
⊥ =


 1√

det(gστ )
(dXα)

(
∂

∂xα

)
⊥

=
1√

det(gστ )

(
(dξiα)

(
∂

∂xα

)
Yi ◦ u+ ξiα(dYi)

(
du
(
∂

∂xα

)))⊥

=
1√

det(gστ )
ξiα

(
dYi

(
du

(
∂

∂xα

)))⊥

=
1√

det(gστ )
ξiαA

N
u

(
Yi, du

(
∂

∂xα

))

=
1√

det(gστ )
AN
u

(√
det(gστ )g

αβdu

(
∂

∂xα

)
, du

(
∂

∂xβ

))

= gαβAN
u

(
du

(
∂

∂xα

)
, du

(
∂

∂xβ

))
.

Here AN is the second fundamental form of N . That is, AN
y : TyN × TyN →

T⊥
y N is given by

AN
y (X,Y ) = (∇XY )⊥ for X,Y ∈ TyN.

Consequently, u is a smooth harmonic map if and only if

∆Mu−
m∑
α=1

Au(du(fα), du(fα)) = 0, (1.2)

where (fα) is a local orthonormal frame of TM . In the present thesis, we treat

only sphere-valued maps, so we set N = S
n ⊂ R

n+1. In this case, we obtain

the Euler-Lagrange equation as follows. Since |u| = 1 in M and T⊥
u(p)S

n is

spanned by u(p), we have

(∆Mu)
� = ∆Mu− (∆Mu · u)u

= ∆Mu−
n+1∑
A=1

(uA∆Mu
A)u

= ∆Mu−
n+1∑
A=1

{divM(uAgradMu
A) − |gradMu

A|2}u

= ∆Mu+ |gradMu|2u,
where divM is the divergence on M , gradM is the gradient on M ,

|gradMu
A|2 = g(gradMu

A, gradMu
A)
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for every 1 ≤ A ≤ n+ 1, and

|gradMu|2 =
n+1∑
A=1

|gradMu
A|2.

Consequently we have the Euler-Lagrange equation

∆Mu+ |gradMu|2u = 0 in M (1.3)

of a smooth harmonic map u into spheres.

We give some examples of smooth harmonic maps into spheres. See [7] for

details.

Example 1.1 Let M and N be compact Riemann surfaces. If a map u ∈
C∞(M,N) is holomorphic (or anti-holomorphic), then u is a smooth harmonic

map. We can construct smooth harmonic maps from S2 into S2 by using

this fact. Let π : S
2 → C be the stereographic projection from the north pole

x∞ ∈ S
2, where we set π(x∞) = ∞. For any holomorphic (or anti-holomorphic)

function f : C → C, we define uf ∈ C∞(S2,S2) to be

uf (x) = (π−1 ◦ f ◦ π)(x). (1.4)

Then uf is a smooth harmonic map.

Example 1.2 We give an example of a non-constant smooth harmonic map

from S
3 into S

2. First we regard S
2 and S

3 as the sets

{(ζ, t) ∈ C × R| |ζ|2 + t2 = 1}, (1.5)

{(z, w) ∈ C
2| |z|2 + |w|2 = 1} (1.6)

respectively. We define the map uH : S3 → S2, called the Hopf map, to be

uH(z, w) = (2zw, |z|2 − |w|2).

It is known that the Hopf map is smooth and harmonic.

§1.2 Existence of harmonic maps

We consider the existence problem of critical points of the Dirichlet energy

functional. There are two types of problems. One is called the homotopy

problem.
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Problem 1.1 (Homotopy problem) For any given v ∈ C∞(M,N), does there

exist a smooth harmonic map u ∈ C∞(M,N) which is homotopic to v?

There are several affirmative answers to this problem. If the manifolds M

and N satisfy one of the following conditions, then the homotopy problem is

affirmatively solved.

[1] The sectional curvature ofN is everywhere non-positive (see Eells-Sampson

[8] for the case ∂M = φ and Hamilton [12] for the case ∂M 
= φ).

[2] dimM = 2 and the second homotopy group π2(N) of N is equal to {0}
(see Sacks-Uhlenbeck [31]).

[3] M = N = Sm for 1 ≤ m ≤ 7 (see Smith [38]).

On the other hand, there are few results for the case where m ≥ 3 and the

sectional curvature of N is not non-positive.

Another problem is the Dirichlet problem.

Problem 1.2 (Dirichlet problem) Suppose that ∂M 
= ∅. For any smooth

map ζ ∈ C∞(∂M,N), does there exist a smooth harmonic map u ∈ C∞(M,N)

which coincides with ζ on ∂M?

Although this problem seems to be natural, it does not make sense in

general. For example, if M = Bm, N = Sm−1 and if ζ = id�m−1, a topological

argument shows that there is no continuous map from Bm into Sm−1 which

coincides with ζ on ∂B
m. Therefore we should consider the problem in a weak

sense. In other words, we must treat weak solutions to the Euler-Lagrange

equation. In the present thesis, we restrict ourselves to the case where M is (a

closure of) a bounded domain Ω in the Euclidean space Rm and N is the unit

sphere Sn in Rn+1. We shall write down the Euler-Lagrange equation in this

situation. At the same time we extend the domain of the functional E from

C∞(Ω,Sn) to the Sobolev class W 1,2(Ω,Sn). We define the class W 1,2(Ω,Sn)

of Sobolev maps to be

W 1,2(Ω,Sn) = {u ∈W 1,2(Ω,Rn+1)| |u(x)| = 1 for almost every x ∈ Ω},
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and the Dirichlet energy functional E on W 1,2(Ω,Sn) to be

E(u) =
1

2

∫
Ω
|∇u|2 dx.

Here, we use the notation

∇u =

(
∂ui

∂xα

)
1≤α≤m, 1≤i≤n+1

, 〈∇u,∇v〉 =
∂ui

∂xα
∂vi

∂xα
,

|∇u|2 = 〈∇u,∇u〉.

We shall look for minimum points and critical points of E. First, we define a

minimum point of E, that is to say, an energy minimizing map.

Definition 1.2 (Energy minimizing map) A map u ∈ W 1,2(Ω,Sn) is said to

be an energy minimizing map, if

E(u) ≤ E(v) for any v ∈W 1,2(Ω,Sn) satisfying u− v ∈ W 1,2
0 (Ω,Rn+1),

where W 1,2
0 (Ω,Rn+1) is the closure of C∞

0 (Ω,Rn+1) in W 1,2(Ω,Rn+1).

This is a natural generalization of the notion of harmonic functions. Then,

the existence, uniqueness and regularity of energy minimizing maps are to be

discussed. For ζ ∈W 1,2(Ω,Sn), we define the class W 1,2
ζ (Ω,Sn) to be

W 1,2
ζ (Ω,Sn) = {u ∈W 1,2(Ω,Sn)| u = ζ on ∂Ω}.

Problem 1.3 For given ζ ∈W 1,2(Ω,Sn), find a map umin satisfying

E(umin) = Inf
u∈W 1,2

ζ
(Ω,�n)

E(u),

and study its properties.

By the direct method of calculus of variations, we can prove the existence

of such umin. The uniqueness, however, is not guaranteed in general.

Example 1.3 Hardt-Kinderlehrer-Lin [13] constructed a map ζ ∈W 1,2(B3,S2)

such that there exists a continuum of energy minimizing maps which coincide

with ζ on ∂B3.
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Next, we consider the question of regularity. When m = 2, Morrey proved

the following fact.

Theorem 1.1 ([23]) Let Ω be a bounded domain in R
2. Then every energy

minimizing map u ∈W 1,2(Ω,Sn) is smooth on Ω.

Remark 1.1 Morrey proved a more general fact. Theorem 1.1 is only a part

of his result.

When m ≥ 3, there exists an energy minimizing map with points of dis-

continuity. Indeed, Lin [21] proved that the map x/|x| ∈ W 1,2(Bm,Sm−1) is

energy minimizing if m ≥ 3. And hence, we can only expect partial regularity

results. We define the regular set Reg(u) of u to be

Reg(u) = {x ∈ Ω| u is continuous at x}.

The complement of Reg(u) in Ω is said to be the singular set and denoted by

Sing(u). We call a point of discontinuity of u a singular point of u. Concerning

the size of the singular set of an energy minimizing map, Schoen-Uhlenbeck

proved the following.

Theorem 1.2 ([33]) Let Ω be a bounded domain in R
m and u ∈ W 1,2(Ω,Sn)

be an energy minimizing map. Then the Hausdorff dimension of Sing(u) ∩ Ω

is smaller than or equal to m − 3. Moreover, Sing(u) ∩ Ω is a discrete set if

m = 3.

Schoen-Uhlenbeck [34] showed the following regularity result near the bound-

ary.

Theorem 1.3 ([34]) Let Ω be a bounded domain in R
m having smooth bound-

ary ∂Ω and u ∈ W 1,2(Ω,Sn) be an energy minimizing map. Suppose that the

boundary value u|∂Ω of u is smooth. Then there exists a neighborhood U of ∂Ω

such that Sing(u) ∩ U = φ.
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In the present monograph, we always assume that the maps under consid-

eration are continuous near the boundary, and we discuss only interior singular

points.

We give the definition of weakly harmonic maps, i.e., critical points of the

Dirichlet energy functional.

Definition 1.3 (Weakly harmonic maps) A map u ∈ W 1,2(Ω,Sn) is said to

be weakly harmonic if it satisfies

∆u+ |∇u|2u = 0

in distribution sense, that is,

∫
Ω
{〈∇u,∇φ〉 − |∇u|2u · φ} dx = 0 for any φ ∈ C∞

0 (Ω,Rn+1).

In the present monograph, we use the terminology “harmonic maps” to

mean both in the regular sense and in the weak sense.

Remark 1.2 Energy minimizing maps are always weakly harmonic. The con-

verse, however, is not true in general. Indeed if 1 ≤ m ≤ 7, then the equator

map (x/|x|, 0) ∈W 1,2(Bm,Sm) is not energy minimizing, but weakly harmonic

([16], [19]).

The following result on smoothness of weakly harmonic maps is due to

Schoen.

Theorem 1.4 ([32]) Let Ω be a bounded domain in Rm and u ∈ W 1,2(Ω,Sn)

be a weakly harmonic map. Then u is smooth on Reg(u).

Although the notion of weakly harmonic maps is a natural interpretation

of critical points, the weak harmonicity does not imply the regularity at all.

Rivière proved that

Theorem 1.5 ([30]) Let ζ ∈ C∞(∂B
3,S2) be an arbitrary non-constant map.

Then there exists a weakly harmonic map u ∈W 1,2
ζ (B3,S2) satisfying u|∂�3 = ζ

and Sing(u) = B3.

25



To exclude these pathological examples, we treat harmonic maps of a spe-

cial type. We consider another type of variation. For any η ∈ C∞
0 (Ω,Rm), we

define a variation ut of u to be ut(x) = u(x + tη(x)). Here t ∈ R is assumed

to be of small absolute value, and ut should not be confused with the t-th

component of u. Since

∂ut

∂xα
(x) =

∂u

∂xα
(x+ tη(x)) + t

∂u

∂xβ
(x+ tη(x))

∂ηβ

∂xα
(x),

we have

E(ut) =
1

2

∫
Ω


|∇u|2(x+ tη(x))

+ 2t
∂u

∂xα
(x+ tη(x)) · ∂u

∂xβ
(x+ tη(x))

∂ηβ

∂xα
(x)


 dx+ o(t).

If |t| is small, then the map Ψt(x) = x + tη(x) is a C∞-diffeomorphism from

Ω into itself satisfying

∂Ψα
t

∂xβ
= δαβ + t

∂ηα

∂xβ
,

det

(
∂xα

∂Ψβ
t

)
= det

(
∂ξα

∂Ψβ
t

)−1

= 1 − tdiv(η) + o(t).

If we change variables from x to ξ = x+ tη(x), then we have

E(ut) =
1

2

∫
Ω




|∇u|2(ξ) + 2t

∂u

∂xα
(ξ) · ∂u

∂xβ
(ξ)

∂ηα

∂xβ
(Ψ−1

t (ξ))




× (1 − tdiv(η)(Ψ−1
t (ξ))


dξ + o(t).

Consequently, we obtain the first variation formula with respect to ut:

d

dt
E(ut)

∣∣∣∣∣
t=0

=
1

2

∫
Ω


− |∇u|2div(η) + 2

∂u

∂xα
· ∂u
∂xβ

∂ηα

∂xβ


 dx.

And we define a stationary harmonic map as follows.

Definition 1.4 (Stationary harmonic map) Let u ∈ W 1,2(Ω,Sn) be a weakly

harmonic map. u is said to be a stationary harmonic map if it satisfies

∫
Ω


|∇u|2div(η) − 2

∂u

∂xα
· ∂u
∂xβ

∂ηα

∂xβ


 dx = 0 for any η ∈ C∞

0 (Ω,Rm).

(1.7)
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Remark 1.3 Energy minimizing maps are always stationary harmonic, and

stationary harmonic maps are weakly harmonic by its own definition. The

converse, however, is not true in general (see Remark 1.4 below). We note

that smooth weakly harmonic maps are stationary harmonic maps. Indeed,

for any η ∈ C∞
0 (Ω,Rm), we take φ = (∇u)η as φ in Definition 1.3. Then we

have

0 =
∫
Ω
{〈∇u,∇((∇u)η) − |∇u|2u · (∇u)η} dx

=
∫
Ω


 ∂u

i

∂xα
∂

∂xα


 ∂ui
∂xβ

ηβ


− |∇u|2ui ∂u

i

∂xα
ηα


 dx

=
∫
Ω


 ∂u

i

∂xα
∂ui

∂xβ
∂ηα

∂xβ
+
∂ui

∂xα
∂2ui

∂xα∂xβ
ηβ


 dx

=
∫
Ω


 ∂u

∂xα
· ∂u
∂xβ

∂ηα

∂xβ
+

1

2

∂

∂xβ
(|∇u|2ηβ) − 1

2
|∇u|2div(η)


 dx

= −1

2

∫
Ω


|∇u|2div(η) − 2

∂u

∂xα
· ∂u
∂xβ

∂ηα

∂xβ


 dx.

In the third equality, we have used the equation |u| = 1.

For the case of stationary harmonic maps, we have a result on partial

regularity.

Theorem 1.6 ([3], [9]) Let Ω be a bounded domain in Rm and u ∈W 1,2(Ω,Sn)

be a stationary harmonic map. Then the (m− 2)-dimensional Hausdorff mea-

sure of Sing(u) ∩ Ω is zero: Hm−2(Sing(u) ∩ Ω) = 0.

Remark 1.4 The singular set Sing(u) of weakly harmonic map u appearing

in Theorem 1.5 is B3. Therefore H1(Sing(u)) = ∞ and u is not stationary

harmonic by Theorem 1.6.

Theorem 1.6 is a consequence of the following ε0-regularity lemma.

Lemma 1.1 (ε0-regularity lemma) ([3],[9]) There exists a constant ε0 > 0

depending only on m and n satisfying the followings. If a stationary harmonic
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map u ∈W 1,2(Ω,Sn), ξ ∈ Ω and 0 < ρ < dist(ξ, ∂Ω) satisfy

ρ2−m
∫
�m

ρ (ξ)
|∇u|2 dx < ε20,

then u ∈ C∞(Bm
ρ/2(ξ),S

n). Moreover, an inequality

ρl Sup
�m

ρ/2
(ξ)

|Dlu| ≤ C(l,m, n, ε0)

holds for any l ∈ N, where C(l,m, n, ε0) is a positive number depending on

l,m, n, ε0 but neither on u, ξ nor on ρ.

§1.3 Behavior of a harmonic map around isolated

singular points

It is very interesting to study what kind of singularity may occur to har-

monic maps. In 1987, Brezis-Coron-Lieb [5] analyzed the singular points of

an energy minimizing map from a 3-dimensional domain into S
2. They deter-

mined the mapping degree of an energy minimizing map around its singular

points. To state their result precisely, we give definitions of the mapping de-

gree of a smooth map and that of a Sobolev map around its isolated singular

point.

Definition 1.5 (Mapping degree) Let Σ1 and Σ2 be compact connected

orientable Riemannian manifolds with the same dimensions. For any u ∈
C1(Σ1,Σ2), we define the mapping degree deg(u) of u to be

deg(u) =
1

vol(Σ2)

∫
Σ1

u∗ωΣ2 .

Here ωΣ1 is the volume form of Σ1, and vol(Σ2) is the volume of Σ2.

We can define the mapping degree of u ∈ C(Σ1,Σ2), not necessarily of

class C1, as follows. Take a sequence {uj}∞j=1 ⊂ C1(Σ1,Σ2) such that uj → u

(j → ∞) uniformly on Σ1, and define deg(u) to be

deg(u) = lim
j→∞

deg(uj).

It is known that the right-hand side is independent of the choice of a sequence

{uj}∞j=1. Moreover, this is independent of metrics of Σ1,Σ2. Topological ar-

guments show that deg(u) is an integer and homotopically invariant. That is,
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if u, v ∈ C(Σ1,Σ2) are homotopic, then deg(u) = deg(v). Moreover, if Σ2 is a

sphere Sn then u, v ∈ C(Σ1,S
n) are homotopic if and only if deg(u) = deg(v).

Next we define the mapping degree of a Sobolev map around its isolated

singular point.

Definition 1.6 (Mapping degree around an isolated singular point) Let Ω ⊂
Rm be a bounded domain, Σ be an (m − 1)-dimensional compact orientable

Riemannian manifold, and u ∈ W 1,2(Ω,Σ). Suppose that ξ ∈ Sing(u) is

an isolated singular point of u. Let ρ be a small positive number such that

Bm
ρ (ξ) ∩ Sing(u) = {ξ}. Then u|∂�m

ρ (ξ) ∈ C(∂Bm
ρ (ξ),Σ). We define the degree

deg(u, ξ) of u around ξ to be

deg(u, ξ) = deg(u|∂�ρ (ξ)).

By the homotopic invariance of deg(·), this value is independent of small

ρ.

Now, we state Brezis-Coron-Lieb’s result.

Theorem 1.7 ([5]) Let Ω be a bounded domain in R3. Suppose that an energy

minimizing map u ∈W 1,2(Ω,S2) has an isolated singular point ξ ∈ Sing(u)∩Ω.

(1) Then the mapping degree deg(u, ξ) is equal to +1 or −1.

(2) Furthermore, there exists a 3× 3 constant orthogonal matrix S such that u

behaves like S(x− ξ)/|x− ξ| around ξ in the following sense. For any multi-

index (l1, l2, l3), where each lk is a non-negative integer, the derivative of the

rescaled map uξ,ρ (
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3
uξ,ρ

converges to (
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3
S
x

|x|
uniformly on every compact subset of B3\{0} as ρ tends to 0.

Remark 1.5 This is a complete characterization of singular points of energy

minimizing maps from a 3-dimensional domain into S2. We cannot expect

29



the same result for weakly harmonic maps. By Smith’s result [38], for any

d ∈ Z−{0}, there exists a non-constant smooth harmonic map vd ∈ C∞(S2,S2)

satisfying deg(vd) = d. If we define a map ud ∈ W 1,2(B3,S2) to be ud(x) =

vd(x/|x|), then ud is a weakly harmonic map such that Sing(ud) = {0} and

deg(ud, 0) = d.

Remark 1.6 Let ζ be an element of C∞(S2,S2) satisfying deg(ζ) 
= ±1. Then,

from Theorem 1.7, ζ(x/|x|) ∈ W 1,2(B3,S2) is not an energy minimizing map.

On the other hand, by the direct method of calculus of variations, there exists

an energy minimizing map u ∈ W 1,2
ζ (B3,S2). By a theorem of elementary

topology, u has at least two singular points.

It is natural to ask whether the same result holds in higher dimensional

cases. In the present monograph we treat the case of maps from Ω ⊂ R
4 into

S3. In this case, we can prove a similar result on non-minimizing stationary

harmonic maps satisfying a stability condition.

The stability is a condition on the second variation defined below. First, we

calculate the second variation of E. Let u ∈W 1,2(Ω,Sn) be a weakly harmonic

map. For any map ψ ∈ W 1,2
0 ∩ L∞(Ω,Rn+1) satisfying ψ(x) · u(x) = 0 for

almost every x ∈ Ω, we denote ut = (u+ tψ)/|u+ tψ|. Since

dut
dt

=
ψ

|u+ tψ| −
(u+ tψ, ψ)

|u+ tψ|3 (u+ tψ),

d2ut
dt2

= −2
(u+ tψ, ψ)

|u+ tψ|3 − |ψ|2
|u+ tψ|3 (u+ tψ),

dut
dt

∣∣∣∣∣
t=0

= ψ,
d2ut
dt2

∣∣∣∣∣
t=0

= −|ψ|2u,

we obtain

δ2
uE(ψ) =

d2

dt2
E(ut)

∣∣∣∣∣
t=0

=
∫
Ω



〈
∇
(
d2ut
dt2

∣∣∣∣∣
t=0

)
,∇u

〉
+

∣∣∣∣∣∣∇

 dut

dt

∣∣∣∣∣
t=0



∣∣∣∣∣∣
2
 dx

=
∫
Ω
{〈−∇(|ψ|2u),∇u〉 + |∇ψ|2} dx

=
∫
Ω


|∇ψ|2 − |∇u|2|ψ|2 − 2ψA

∂ψA

∂xα
uB
∂uB

∂xα


 dx
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=
∫
Ω
{|∇ψ|2 − |∇u|2|ψ|2} dx.

Now, we define the weak stability, instability and strict stability as follows.

Definition 1.7 (Weak stability, instability, strict stability [15], [24]) Let u ∈
W 1,2(Ω,Sn) be a weakly harmonic map.

(1) u is said to be weakly stable if

δ2
uE(ψ) ≥ 0

for any ψ ∈ W 1,2
0 ∩ L∞(Ω,Rn+1) satisfying u(x) · ψ(x) = 0 for almost every

x ∈ Ω. Otherwise u is said to be unstable.

(2) Suppose that the singular set Sing(u) of u consists of a finite number of

interior points of Ω. u is said to be strictly stable if there exists a constant

λ > 0 satifying

δ2
uE(ψ) =

∫
Ω
{|∇ψ|2 − |∇u|2|ψ|2} dx ≥ λ

∫
Ω
d(x)−2|ψ|2 dx (1.8)

for any ψ ∈ W 1,2
0 ∩ L∞(Ω,Rn+1) satisfying u(x) · ψ(x) = 0 for almost every

x ∈ Ω. Here d(x) = dist(x, Sing(u)). And we define λ(u) to be

λ(u) = Inf
ψ

δ2
uE(ψ)∫

Ω
d(x)−2|ψ|2 dx

.

Here, ψ runs over the set

{ψ ∈ W 1,2
0 ∩ L∞(Ω,Rn+1)| ψ(x) · u(x) = 0 for almost every x ∈ Ω}.

In this notation, u is weakly stable if and only if λ(u) ≥ 0 and u is strictly

stable if and only if λ(u) > 0.

Remark 1.7 The weight function d(x)−2 appearing in (1.8) is important to

study the local behavior of a harmonic map (see Remark 1.8).

To study the local property of harmonic maps around their isolated singular

points, we use a weaker condition than the strict stability.
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Definition 1.8 (Local strict stability) Let u ∈W 1,2(Ω,Sn) be a weakly har-

monic map and ξ ∈ Sing(u) ∩ Ω be an isolated singular point. u is said to

be locally strictly stable at ξ if there exists 0 < ρ < dist(ξ, ∂Ω) satisfying

Bm
ρ (ξ) ∩ Sing(u) = {ξ} such that the rescaled map uξ,ρ ∈ W 1,2(Bm,Sn) is

strictly stable. That is, λ(uξ,ρ) > 0.

Remark 1.8 If u is strictly stable, then it is locally strictly stable at any

isolated singular point ξ ∈ Sing(u). Thus we treat only harmonic maps

u ∈ W 1,2(Bm,Sn) such that Sing(u) = {0} and deg(u, 0) = d. We note that

λ(uξ,σ) ≥ λ(uξ,ρ) for two small positive numbers 0 < σ < ρ.

Remark 1.9 In the case of maps from B3 into S2, there exist many strictly

stable harmonic maps u. Indeed, Mou [24] proved that for any d ∈ Z − {0},
there exists a strictly stable, weakly harmonic map u ∈ W 1,2(B3,S2) satisfying

Sing(u) = {0} and deg(u, 0) = d.

We study the mapping degree of a stable stationary harmonic map from B4

into S3. Before stating results, we remark a partial regularity result on weakly

stable stationary harmonic maps from B4 into S3.

Theorem 1.8 ([17], [18], [35], [28]) Let Ω ⊂ R4 be a bounded domain and

u ∈W 1,2(Ω,S3) be a weakly stable, stationary harmonic map. Then Sing(u)∩Ω

is a discrete set.

Now, we state the main result of the present monograph which will be

proved in Chapter 4.

Theorem 1.9 ([26]) Let Ω be a bounded domain in R
4 with smooth boundary

and u ∈ W 1,2(Ω,S3) be a weakly stable, stationary harmonic map. Suppose

that u has an isolated singular point ξ ∈ Ω and that u is smooth near the

boundary of Ω. Then,

(1) The mapping degree deg(u, ξ) of u around ξ is equal to +1, −1 or 0. In

addition if u is locally strictly stable at ξ, then deg(u, ξ) = 0.

(2) If deg(u, ξ) = ±1, then there exist a sequence {ρj}∞j=1 of positive numbers
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tending to 0 and a 4×4 constant orthogonal matrix S such that for any multi-

index (l1, l2, l3, l4), where each lk is a non-negative integer, the derivative of the

rescaled map uξ,ρj (
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3( ∂

∂x4

)l4
uξ,ρj

converges to (
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3( ∂

∂x4

)l4
S
x

|x|
uniformly on every compact subset of B4\{0} as j tends to ∞.

(3) If u is an energy minimizing map, then S is independent of a sequence

{ρj}∞j=1 and for any multi-index (l1, l2, l3, l4), where each lk is a non-negative

integer, the derivative of the rescaled map uξ,ρ(
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3( ∂

∂x4

)l4
uξ,ρ

converges to (
∂

∂x1

)l1( ∂

∂x2

)l2( ∂

∂x3

)l3( ∂

∂x4

)l4
S
x

|x|
uniformly on every compact subset of B4\{0} as ρ tends to 0.

We state some corollaries derived from Theorem 1.9.

Corollary 1.1 Suppose that ζ ∈ C∞(∂B4,S3) satisfies d = deg(ζ) 
= 0. Then,

for any energy minimizing map u ∈ W 1,2
ζ (B4,S3), Sing(u) is a finite set and

the cardinal number of the singular set is greater than or equal to |d|.

From this corollary, we find that the study of singularity of harmonic maps

gives not only the local information but also a global one.

Corollary 1.2 Suppose that ζ ∈ C∞(∂B
4,S3) satisfies deg(ζ) 
= 0. Then it

holds that λ(u) = 0 for any energy minimizing map u ∈W 1,2
ζ (B4,S3).

Corollary 1.2 shows that we can get the information of stability on an

energy minimizing map only from its boundary value.

In Theorem 1.9, the assumption of the weak stability of u is essential for

determination of the mapping degree and asymptotic behavior in (2). Indeed

we have the following theorem which will be proved in Chapter 4.
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Theorem 1.10 For any d ∈ Z, there exists a stationary harmonic map ud ∈
W 1,2(B4,S3) such that Sing(u) = {0} and deg(ud, 0) = d.

Therefore, for the case of maps from 4-dimensional domain into 3-sphere,

weak stability influences the behavior of stationary harmonic maps around

their singular points.
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Chapter 2

Monotonicity and Blow-up

In this chapter, we prove an energy identity of stationary harmonic maps

and we introduce an important technique to prove the main theorem, blow-up.

This technique has been developed in the geometric measure theory and used

in geometric variational problems ([11], [36]).

§2.1 Monotonicity identity

First, we prove an energy identity that we call the monotonicity identity.

Theorem 2.1 ([36], [37]) Let Ω be a bounded domain in Rm and u ∈W 1,2(Ω,Sn)

be a stationary harmonic map. Then it holds that

ρ2−m
∫
�m

ρ (ξ)
|∇u|2 dx− σ2−m

∫
�m

σ (ξ)
|∇u|2 dx = 2

∫
�m

ρ (ξ)\�m
σ (ξ)

r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx

(2.1)

for any ξ ∈ Ω and 0 < σ < ρ < dist(ξ, ∂Ω). Here

rξ = |x− ξ| and
∂

∂rξ
=

m∑
α=1

xα − ξα

rξ

∂

∂xα
.

Proof. For small ε > 0, we take a cut-off function χε ∈ C∞(R,R) satisfying

χε = 1 for 0 ≤ t ≤ 1 − ε, χε = 0 for t ≥ 1, χ
′
ε ≤ 0 in R and χε → χ(−∞,1]

at every point as ε → 0. Here χ(−∞,1] is the indicator function of the interval

(−∞, 1]. For any σ < τ < ρ, we define a function ηε ∈ C∞(Ω,Rm) to be

ηε(x) = χε

(
rξ
τ

)
(x− ξ).
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Substituting ηε into the equation (1.7) of stationary harmonic maps, we have

0 =
∫
Ω


δαβ|∇u|2 − 2

∂u

∂xα
· ∂u
∂xβ




χε

(
rξ
τ

)
δαβ


 dx

+
∫
Ω


δαβ|∇u|2 − 2

∂u

∂xα
· ∂u
∂xβ




χ′

ε

(
rξ
τ

)
1

τ

xα − ξα

rξ
(xβ − ξβ)


 dx

= (m− 2)
∫
Ω
|∇u|2χε

(
rξ
τ

)
dx

+
∫
Ω


δαβ|∇u|2 − 2

∂u

∂xα
· ∂u
∂xβ




χ′

ε

(
rξ
τ

)
rξ
τ

xα − ξα

rξ

xβ − ξβ

rξ


 dx.

Using the relations

χ
′
ε

(
rξ
τ

)
= −τ

2

rξ

∂

∂τ

(
χε

(
rξ
τ

))
,

and multiplying both sides by τ 1−m, we obtain

(m− 2)τ 1−m
∫
Ω
|∇u|2χε

(
rξ
τ

)
dx

= τ 2−m
∫
Ω


δαβ|∇u|2 − 2

∂u

∂xα
· ∂u
∂xβ


 ∂

∂τ

(
χε

(
rξ
τ

))
xα − ξα

rξ

xβ − ξβ

rξ
dx

= τ 2−m
∫
Ω


|∇u|2 − 2

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

 ∂

∂τ

(
χε

(
rξ
τ

))
dx

= τ 2−m ∂

∂τ



∫
Ω


|∇u|2 − 2

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx


χε

(
rξ
τ

)
dx


.

(2.2)

We take the limit as ε → 0 in (2.2) in distribution sense. For any ϕ(τ) ∈
C∞

0 ((σ, ρ)), we have

lim
ε→0

〈
(m−2)τ 1−m

∫
Ω
|∇u|2χε

(
rξ
τ

)
dx, ϕ

〉
=

〈
(m−2)τ 1−m

∫
�m

τ (ξ)
|∇u|2 dx, ϕ

〉
,

lim
ε→0

〈
τ 2−m ∂

∂τ

(∫
Ω
|∇u|2χε

(
rξ
τ

)
dx
)
, ϕ

〉

= − lim
ε→0

∫ ρ

σ

(∫
Ω
|∇u|2χε

(
rξ
τ

)
dx
)
∂

∂τ
(τ 2−mϕ) dτ

= −
∫ ρ

σ

(∫
�m

ρ (ξ)
|∇u|2 dx

)
∂

∂τ
(τ 2−mϕ) dτ

=

〈
τ 2−m ∂

∂τ

(∫
�m

ρ (ξ)
|∇u|2 dx

)
, ϕ

〉
,
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lim
ε→0

〈
2τ 2−m ∂

∂τ


∫

Ω

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

χε

(
rξ
τ

)
dx


 , ϕ

〉

= −2 lim
ε→0

∫ ρ

σ


∫

Ω

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

χε

(
rξ
τ

)
dx


 ∂

∂τ
(τ 2−mϕ) dτ

= −2
∫ τ

σ


∫

�m
τ (ξ)

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx


 ∂

∂τ
(τ 2−mϕ) dτ.

With the aid of Fubini’s theorem we obtain

− 2
∫ τ

σ


∫

�m
τ (ξ)

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx


 ∂

∂τ
(τ 2−mϕ) dτ

= −2
∫
�m

ρ (ξ)

(∫ ρ

rξ∨σ
∂

∂τ
(τ 2−mϕ) dτ

) ∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx

= 2
∫
�m

ρ (ξ)
(rξ ∨ σ)2−mϕ(rξ ∨ σ)

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx

= 2
∫
�m

ρ (ξ)\�m
σ (ξ)

r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

ϕ(rξ) dx

= −2
∫
�m

ρ (ξ)\�m
σ (ξ)

r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2 (∫ ρ

rξ

∂ϕ

∂τ
dτ

)
dx

= −2
∫
�m

ρ (ξ)
r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2 (∫ ρ

rξ∨σ
∂ϕ

∂τ
dτ

)
dx.

Again we use Fubini’s theorem to have

− 2
∫
�m

ρ (ξ)
r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2 (∫ ρ

rξ∨σ
∂ϕ

∂τ
dτ

)
dx

= −2
∫ ρ

σ


∫

�m
τ(ξ)

r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx


 ∂ϕ

∂τ
dτ

= 2

〈
∂

∂τ


∫

�m
τ (ξ)

r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx


 , ϕ

〉
.

And hence the relation

(2 −m)τ 1−m
∫
�m

τ (ξ)
|∇u|2 dx+ τ 2−m ∂

∂τ

(∫
�m

τ (ξ)
|∇u|2 dx

)

= 2
∂

∂τ


∫

�m
τ (ξ)

r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx


 (2.3)

37



holds. Since both

∫
�m

τ (ξ)
|∇u|2 dx and

∫
�m

τ (ξ)
r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx

are absolutely continuous on [σ, ρ] with respect to τ , the relation (2.3) holds

for L1-almost every τ ∈ (σ, ρ). Therefore it holds that

∂

∂τ

(
τ 2−m

∫
�m

τ (ξ)
|∇u|2 dx

)
= 2

∂

∂τ


∫

�m
τ (ξ)

r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx


 (2.4)

for L1-almost every τ ∈ (σ, ρ). Integrating both sides of (2.4) with respect to

τ from σ to ρ, we have the desired result.

§2.2 Blow-up

We shall prove some consequences derived from the monotonicity identity.

In this section, Ω is a bounded domain in Rm. Let u ∈ W 1,2(Ω,Sn) be a

stationary harmonic map, ξ ∈ Ω and 0 < σ < ρ < dist(ξ, ∂Ω). From the

monotonicity identity, we have

σ2−m
∫
�m

σ (ξ)
|∇u|2 dx ≤ ρ2−m

∫
�m

ρ (ξ)
|∇u|2 dx.

If we replace u by rescaled maps uξ,ρ, uξ,σ ∈W 1,2(Bm,Sn) we have

∫
�m

|∇uξ,σ|2 dx ≤
∫
�m

|∇uξ,ρ|2 dx,

from which we deduce a uniform bound:

Sup
0<ρ<ρ0

‖uξ,ρ‖W 1,2(�m ,�n) ≤ C(ρ0)

for 0 < ρ0 < dist(ξ, ∂Ω). Therefore there exists a sequence {ρj}∞j=1 of small

positive numbers tending to 0 and a map u∞ ∈W 1,2(Bm,Sn) satisfying

uξ,ρj
⇀ u∞ in W 1,2(Bm,Rn+1).

u∞ may depend on the sequence {ρj}∞j=1. We call this procedure blow-up and

u∞ the blow-up limit. Since the sequence
ρ2−m

j

∫
�m

ρj
(ξ)

|∇u|2 dx



∞

j=1
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is monotone decreasing, there exists the limit

L = lim
j→0

ρ2−m
j

∫
�m

ρj
(ξ)

|∇u|2 dx.

From the monotonicity identity, it holds that

ρ2−m
j

∫
�m

ρj
(ξ)

|∇u|2 dx− ρ2−m
k

∫
�m

ρk
(ξ)

|∇u|2 dx = 2
∫
�m

ρj
(ξ)\�m

ρk
(ξ)
r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx

for any j, k ∈ N with j < k. Taking the limit as k → ∞, we have

ρ2−m
j

∫
�m

ρj
(ξ)

|∇u|2 dx− L = 2
∫
�m

ρj
(ξ)
r2−m
ξ

∣∣∣∣∣ ∂u∂rξ
∣∣∣∣∣
2

dx

= 2
∫
�m
r2−m

∣∣∣∣∣∂uξ,ρj

∂r

∣∣∣∣∣
2

dx.

Since

∂uξ,ρj

∂r
⇀

∂u∞
∂r

in W 1,2(Bm,Rn+1),

it follows from the weak lower semi-continuity that

∫
�m

∣∣∣∣∣∂u∞∂r
∣∣∣∣∣
2

dx ≤ lim inf
j→∞

∫
�m

∣∣∣∣∣∂uξ,ρj

∂r

∣∣∣∣∣
2

dx

≤ lim inf
j→∞

∫
�m
r2−m

∣∣∣∣∣∂uξ,ρj

∂r

∣∣∣∣∣
2

dx

= lim inf
j→∞

∫
�m

ρj
(ξ)
r2−m
ξ

∣∣∣∣∣∂u∂r
∣∣∣∣∣
2

dx

= lim inf
j→∞

1

2


ρ2−m

j

∫
�m

ρj
(ξ)

|∇u|2 dx− L


 = 0.

Therefore, we have

∂u∞
∂r

= 0 for almost everywhere in B
m.

A map u∞ having this property is said to be homogeneous. Next, we show that

if n ≥ 3 and if u is weakly stable, then, taking a subsequence if necessary, uξ,ρj

converges to u∞ strongly in W 1,2
loc (Bm,Rn+1). More generally, the following fact

holds.
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Theorem 2.2 ([18]) Let n ≥ 3 and {uj}∞j=1 ⊂ W 1,2(Ω,Sn) be a sequence of

weakly stable stationary harmonic maps. Suppose that uj’s have a uniform

energy bound:

E = Sup
j∈�

E(uj) <∞. (2.5)

Then there exist a subsequence, we denote again by {uj}∞j=1, and a weakly sta-

ble, stationary harmonic map u∞ ∈ W 1,2(Ω,Sn) such that uj and ∇uj converge

to u∞ and ∇u∞, respectively, in the L2-norm on every compact subset of Ω as

j → ∞ .

To prove the theorem above, we need a lemma.

Lemma 2.1 ([18], [28], [35]) Let Ω be a domain in R
m. Suppose that n ≥ 2

and that u ∈ W 1,2(Ω,Sn) is a weakly stable harmonic map. Then, we have

n− 2

n

∫
Ω
|∇u|2|f |2 dx ≤

∫
Ω
|∇f |2 dx for f ∈ W 1,2

0 ∩ L∞(Ω,R).

Proof of Lemma 2.1. Let {eA}n+1
A=1 be a constant orthonormal basis of Rn+1.

We set

ψ(A)(x) = f(x){eA − uA(x)u(x)}

for each A, where uA = u · eA and f ∈ W 1,2
0 ∩ L∞(Ω,R). The hypothesis of

weak stability of u implies δ2
uE(ψ(A)) ≥ 0. A computation shows

δ2
uE(ψ(A)) =

∫
Ω
P(A)(x) dx,

where

P(A)(x) =|∇u|2{2(uA)2 − 1}f 2 + |∇uA|2f2

+ {1 − (uA)2}|∇f |2 −
m∑
α=1

f
∂f

∂xα
∂

∂xα
{(uA)2}.

Let us sum P(A) with respect to A from 1 to n+ 1. Since

n+1∑
A=1

∂

∂xα
{(uA)2} = 0 almost everywhere in Ω,
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we have

n+1∑
A=1

P(A)(x) = n|∇f |2 − (n− 2)|∇u|2f2 almost everywhere in Ω.

Therefore we get

n+1∑
A=1

δ2
uE(ψ(A)) =

∫
Ω
{n|∇f |2 − (n− 2)|∇u|2f2} dx ≥ 0.

This is our desired inequality.

Remark 2.1 We do not know whether the number (n − 2)/n appearing in

Lemma 2.1 is optimal or not. However, we can prove that this constant is

optimal for the case m = 4 and n = 3. For an energy minimizing map

x/|x| ∈W 1,2(Bm,Sm−1) the inequality in Lemma 2.1 becomes

(m− 3)
∫
�m

|x|−2f2 dx ≤
∫
�m

|∇f |2 dx.

On the other hand, by Hardy’s inequality

(m− 2)2

4

∫
�m

|x|−2f2 dx ≤
∫
�m

|∇f |2 dx

holds for any f ∈ W 1,2
0 ∩ L∞(Bm,R) and the constant (m − 2)2/4 is optimal.

Therefore if m = 4 and n = 3, then the constant in Lemma 2.1 is optimal.

The proof of the Theorem 2.2 is organized as follows.

In Step 1, we define the set Σ ⊂ Ω where the strong convergence may break,

and prove that Σ ∩ Λ is a closed set for any compact set Λ ⊂ Ω.

In Step 2, we prove that Hm−2(Σ ∩ Λ) <∞ for any compact set Λ ⊂ Ω.

In Step 3, we prove that Hm−2(Σ ∩ Λ) = 0 for any compact set Λ ⊂ Ω.

In Step 4, we prove the strong convergence in W 1,2
loc (Ω,Rn+1).

In Step 5, we prove that the limit map is weakly stable stationary harmonic.

Proof of Theorem 2.2.

Step 1. By (2.5), we may assume that uj converges to the map u∞ ∈ W 1,2(Ω,Sn)

weakly in W 1,2(Ω,Rn+1). We define the set Σ ⊂ Ω to be

Σ =
⋂
R>0

{
ξ ∈ Ω

∣∣∣∣∣ lim inf
j→∞ R2−m

∫
�m

R (ξ)
|∇uj|2 dx ≥ ε20

}
.
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Here, ε0 is the same constant as in Lemma 1.1, from which we may assume

that

uj → u∞ as j → ∞ in C2
loc ∩W 1,2

loc (Ω\Σ,Rn+1). (2.6)

In what follows, we denote by Λ an arbitrary compact subset of Ω. We shall

prove that Σ ∩ Λ is a closed set. Suppose that a sequence {ξk}∞k=1 ⊂ Σ ∩ Λ

converges to a point ξ ∈ Λ. Since ξk ∈ Σ, we have

lim inf
j→∞

R2−m
∫
�m

R (ξk)
|∇uj |2 dx ≥ ε20 for any R > 0. (2.7)

For any fixed R > 0, we set Rk = R − |ξ − ξk|. Since ξk converges to ξ, Rk is

positive and Bm
Rk

(ξk) ⊂ Bm
R (ξ) for sufficiently large k ∈ N. And hence, we have

R2−m
∫
�m

R (ξ)
|∇uj |2 dx ≥ R2−m

∫
�m

Rk
(ξk)

|∇uj|2 dx

≥
(
R

Rk

)2−m
R2−m
k

∫
�m

Rk
(ξk)

|∇uj|2 dx

Taking account of (2.7), we have

lim inf
j→∞ R2−m

∫
�m

R (ξ)
|∇uj|2 dx ≥

(
R

Rk

)2−m
ε20

for sufficiently large k ∈ N. Taking the limit as k → ∞, we obtain

lim inf
j→∞

R2−m
∫
�m

R (ξ)
|∇uj |2 dx ≥ ε20.

Therefore ξ ∈ Σ ∩ Λ, and Σ ∩ Λ is a closed set.

Step 2. Let us estimate the Hm−2-measure of Σ ∩ Λ. By Vitali’s covering

lemma ([10], [36]), for any δ > 0, there exists a finite disjoint collection

{Bm
Rk

(ξk)}Kk=1 of closed balls with centers in Σ ∩ Λ, satisfying

Σ ∩ Λ ⊂
K⋃
k=1

Bm
5Rk

(ξk),

and 0 < Rk < δ ∧ dist(ξk, ∂Ω). Since ξk ∈ Σ,

R2−m
k

∫
�m

Rk
(ξk)

|∇uj|2 dx ≥ ε20
2
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for any 1 ≤ k ≤ K and sufficiently large j ∈ N. For such j, we have

K∑
k=1

ωm−2(5Rk)
m−2 = 5m−2ωm−2

K∑
k=1

Rm−2
k

≤ 5m−2ωm−2

K∑
k=1

2

ε20

∫
�m

Rk
(ξk)

|∇uj |2 dx

=
2 · 5m−2ωm−2

ε20

∫
⋃K

k=1
�m

Rk
(ξk)

|∇uj |2 dx

≤ 2 · 5m−2ωm−2

ε20

∫
Ω
|∇uj |2 dx

≤ 2 · 5m−2ωm−2

ε20
Sup
j∈�

E(uj) <∞.

Therefore Hm−2(Σ ∩ Λ) is finite.

Step 3. Since Hm−2(Σ ∩ Λ) < ∞, we have Cap2(Σ ∩ Λ) = 0 (see [10], 4.7.2.

Theorem 3). That is, for any ε > 0, there exists a function ϕε ∈ C∞
0 (Ω,R)

satisfying

Σ ∩ Λ ⊂ Int{x ∈ Ω| ϕε(x) = 1} and
∫
Ω
|∇ϕε|2 dx < ε. (2.8)

For any ξ ∈ Σ ∩ Λ, we can take by (2.8) a small constant δ(ξ) > 0 such that

ϕε ≥ 1

2
in B

m
δ(ξ)(ξ).

Since Σ∩Λ is compact, there exists a set of a finite number of points {ξk}K(ε)
k=1 ⊂

Σ ∩ Λ satisfying

Σ ∩ Λ ⊂
K(ε)⋃
k=1

B
m
1
5
δ(ξk)(ξk).

By using Vitali’s covering lemma, changing indices if necessarily, we may as-

sume that {Bm
1
5
δ(ξl)

(ξl)}L(ε)
l=1 is disjoint for a subset {ξl}L(ε)

l=1 ⊂ {ξk}K(ε)
k=1 and that

Σ ∩ Λ ⊂
L(ε)⋃
l=1

Bm
δ(ξl)

(ξl). (2.9)

By the definition of Σ, for sufficiently large J(ε) ∈ N,

(
δ(ξl)

5

)2−m ∫
�m

1
5 δ(ξl)

|∇uj |2 dx ≥ ε20
2

(2.10)
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for any 1 ≤ l ≤ L(ε) and j ≥ J(ε). Combining (2.9) and (2.10), we have for

j ≥ J(ε),

Hm−2
ε (Σ ∩ Λ) ≤ ωm−2

L(ε)∑
l=1

(δ(ξl))
m−2

= 5m−2ωm−2

L(ε)∑
l=1

(
δ(ξl)

5

)m−2

≤ 5m−2ωm−2

L(ε)∑
l=1

2

ε20

∫
�m

1
5 δ(ξl)

(ξl)
|∇uj|2 dx.

It follows from (2.8) that

∫
�m

1
5 δ(ξl)

(ξl)
|∇uj |2 dx ≤ 4

∫
�m

1
5 δ(ξl)

(ξl)
|∇uj |2|ϕε|2 dx.

Combining this with Lemma 2.1, we obtain

Hm−2
ε (Σ ∩ Λ) ≤ 5m−2ωm−2

L(ε)∑
l=1

8

ε20

∫
�m

1
5 δ(ξl)

(ξl)
|∇uj|2|ϕ|2 dx

=
8 · 5m−2ωm−2

ε20

∫
⋃L(ε)

l=1
�m

1
5

δ(ξl)
(ξl)

|∇uj|2|ϕε|2 dx

≤ 8 · 5m−2ωm−2

ε20

∫
Ω
|∇uj |2|ϕ|2 dx

≤ 8 · 5m−2ωm−2

ε20
· n

n− 2

∫
Ω
|∇ϕε|2 dx

≤ 8 · 5m−2ωm−2

ε20
· n

n− 2
ε.

Taking the limit as ε→ 0, we have the desired result.

Step 4. Since uj converges to u∞ weakly in W 1,2(Ω,Rn+1), there exists a

Radon measure ν ∈ M(Ω) satisfying

|∇uj|2dx→ |∇u∞|2dx+ ν in M(Ω).

We set µ = |∇u∞|2dx+ ν. From (2.6),

lim
j→∞

∫
U
|∇uj |2 dx =

∫
U
|∇u|2 dx

44



for any open set U ⊂⊂ Λ\Σ. Therefore we have

Support(ν�Λ) ⊂ Σ ∩ Λ.

We shall prove that ν�Σ = 0 as an element of M(Ω).

For any ξ ∈ Ω and 0 < σ < ρ < dist(ξ, ∂Ω), we take a small constant

0 < ε < ρ− σ. By the monotonicity identity, we have

σ2−mµ(Bm
σ(ξ)) ≤ σ2−m lim inf

j→∞

∫
�m

σ (ξ)
|∇uj |2 dx

≤ (ρ− ε)2−m lim inf
j→∞

∫
�m

ρ−ε (ξ)
|∇uj|2 dx

= (ρ− ε)2−m lim inf
j→∞

∫
�m

ρ−ε (ξ)
|∇uj|2 dx

= (ρ− ε)2−mµ(Bm
ρ−ε(ξ)) ≤ (ρ− ε)2−mµ(Bm

ρ (ξ)).

Taking the limit as ε↘ 0, we get

σ2−mµ(Bm
σ (ξ)) ≤ ρ2−mµ(Bm

ρ (ξ)). (2.11)

From this, there exists the (m− 2)-dimensional density function

Θm−2(µ, ξ) = lim
σ↘0

µ(Bm
σ (ξ))

ωm−2σm−2

with respect to the measure µ for any ξ ∈ Ω.

We shall give an upper bound of Θ(µ, ·) on Λ. Define ρ0 > 0 by ρ0 =

dist(Λ, ∂Ω)/2. It follows from (2.11) that

Θm−2(µ, ξ) ≤ µ(Bm
ρ0

(ξ))

ωm−2ρ
m−2
0

≤ µ(Bm
ρ0

(ξ))

ωm−2ρ
m−2
0

≤ 1

ωm−2ρ
m−2
0

lim inf
j→∞

∫
�m

ρ0
(ξ)

|∇uj |2 dx ≤ 1

ωm−2ρ
m−2
0

E.

Hence we have a uniform upper bound

Sup
a∈Λ

Θm−2(µ, ξ) ≤ C(m,Λ, E),

where C(m,Λ, E) is a positive number depending only on m, Λ and E. Since

Hm−2(Σ ∩ Λ) = 0, we have

0 ≤ µ(Σ ∩ Λ) ≤ C(m,Λ, E)Hm−2(Σ ∩ Λ) = 0,
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and therefore

0 =
∫
Σ∩Λ

|∇u∞|2 dx+ ν(Σ ∩ Λ) = ν(Σ ∩ Λ).

Consequently ν�Λ = 0 as an element of M(Ω) for any compact set Λ ⊂ Ω.

For any open ball Bm
ρ (ξ) ⊂⊂ Ω, we have

|∇u|2dx(∂B
m
ρ (ξ)) = 0.

By the convergence of Radon measures, we obtain

lim
j→∞

∫
�m

ρ (ξ)
|∇uj |2 dx =

∫
�m

ρ (ξ)
|∇u|2 dx.

This yields

lim
j→∞

∫
�m

ρ (ξ)
|∇uj −∇u|2 dx = 0.

By using once more a covering argument, we have the local strong convergence

as desired.

Step 5. We can prove that the limit map u∞ is stationary harmonic by the

strong convergence in W 1,2(Ω,Rn+1). We are going to prove that u∞ is weakly

stable. For any ψ ∈ W 1,2
0 ∩ L∞(Ω,Rn+1) with ψ(x) · u∞(x) = 0 almost ev-

erywhere in Ω, we define ψj ∈ W 1,2
0 ∩ L∞(Ω,Rn+1) to be ψj = ψ − (ψ · uj)uj.

Then, ψj(x) ·uj(x) = 0 holds for almost every x ∈ Ω. Since uj is weakly stable,

we have ∫
Ω
|∇uj |2|ψj|2 dx ≤

∫
Ω
|∇ψj|2 dx.

A simple computation gives

∣∣∣∇ψ −∇
{
(ψ · uj)uj

}∣∣∣2

= |∇ψ − (ψ · uj)∇uj|2 +
m∑
α=1

(
∂uj
∂xα

· ψ
)2

−
m∑
α=1

(
uj · ∂ψ

∂xα

)2

.

From this, we have

∫
Ω
|∇uj|2{|ψ|2 − (uj · ψ)2} dx

≤
∫
Ω
|∇ψ − (ψ · uj)∇uj|2 dx+

∫
Ω

m∑
α=1

(
∂uj
∂xα

· ψ
)2

dx−
∫
Ω

m∑
α=1

(
uj · ∂ψ

∂xα

)2

dx.
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Using the dominated convergence theorem, we have

∫
Ω
|∇u∞|2|ψ|2 dx ≤

∫
Ω
|∇ψ|2 dx.

by passing to the limit as j → ∞. Consequently, u∞ is weakly stable.

Moreover, we can prove (taking a subsequence, if necessarily) that the uj

converges to u∞ locally uniformly in Ω\Sing(u∞).

Theorem 2.3 ([32]) Let {uj}∞j=1 ⊂ W 1,2(Ω,Sn) be a sequence of station-

ary harmonic maps. Suppose that there exist a stationary harmonic map

u∞ ∈W 1,2(Ω,Sn) such that uj and ∇uj converge to u∞ and ∇u∞ respectively

in the L2-norm on every compact subset of Ω as j tends to ∞. Then there ex-

ists a subsequence {ujν}∞ν=1 which satisfies the following. For any multi-index

(l1, · · · , lm), where each lk is a non-negative integer,

(
∂

∂x1

)l1
· · ·
(

∂

∂xm

)lm
ujν

converges to (
∂

∂x1

)l1
· · ·
(

∂

∂xm

)lm
u∞

uniformly on every compact subset of Ω\Sing(u∞) as ν tends to ∞.

Proof. Let Λ ⊂ Ω\Sing(u∞) be a compact set. Since u∞ ∈ C∞(Ω\Sing(u∞),Sn),

for any ξ ∈ Λ, there exists a small Rξ > 0 with

R2−m
ξ

∫
�m

Rξ
(ξ)

|∇u∞|2 dx < ε20
2
,

where ε0 is the constant in Lemma 1.1. The local strong convergence implies

lim
j→∞

R2−m
ξ

∫
�m

Rξ
(ξ)

|∇uj |2 dx = R2−m
ξ

∫
�m

Rξ
(ξ)

|∇u∞|2 dx < ε20
2
.

Therefore, we can take a large number Jξ ∈ N such that

R2−m
ξ

∫
�m

Rξ
(ξ)

|∇uj|2 dx < ε20 if j ≥ Jξ.
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Since Λ is compact, there exists a finite number of points ξ1, ξ2, · · · , ξK ∈ Λ

such that

Λ ⊂
K⋃
k=1

B
m
1
2
Rk

(ξk),

where Rk = Rξk . From Lemma 1.1, we have an inequality

Sup
�m

1
2 Rk

(ξk)
|Dluj| ≤ C(l,m, n, ε0,Λ)

Rl
k

if j ≥ J(Λ) = Max{J1, J2 · · · , JK} (Jk = Jξk).

By Ascoli-Arzelà’s theorem, we can extract a subsequence {uΛ
j }∞j=1 ⊂ {uj}∞j=1

which converges to u∞ in Ck(Λ) for any non-negative integer k.

Let {Λj}∞j=1 be an increasing sequence of compact subsets of Ω\Sing(u∞)

satisfying

Ω\Sing(u∞) =
∞⋃
j=1

Λj.

An appropriate subsequence {uΛj

j }∞j=1 satisfies the assertion.

Now we go back to our problem. Let Ω ⊂ R4 be a bounded domain, u ∈
W 1,2(Ω,S3) be a weakly stable, stationary harmonic map and ξ ∈ Sing(u)∩Ω

be an isolated singular point of u. By Theorem 2.2 and Theorem 2.3, there

exist a sequence {ρj}∞j=1 ⊂ (0, dist(ξ, ∂Ω)) tending to 0 and a weakly stable

homogeneous stationary harmonic map u∞ ∈W 1,2(B4,S3) which satisfy

uξ,ρj
⇀ u∞ as j → ∞ in W 1,2(B4,R4),

uξ,ρj
→ u∞ as j → ∞ in W 1,2

loc (B4,R4),

uξ,ρj
→ u∞ as j → ∞ in Ck

loc(B
4\Sing(u∞),R4) for any k ∈ N ∪ {0}.

From Theorem 1.8, Sing(u∞) is a discrete set, and the homogeneity of u∞

implies Sing(u∞) = {0}. Therefore we have

uξ,ρj
→ u∞ as j → ∞ in Cloc(B

4\{0},R4),
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and

deg(u, ξ) = deg(uξ,ρj
, 0) = deg(u∞, 0).

If u is an energy minimizing map, then u∞ is independent of a subsequence

{ρj}∞j=1 due to the following theorem.

Theorem 2.4 ([37]) Let Ω be a bounded domain of Rm and N be a real ana-

lytic compact Riemannian manifold. Suppose that u ∈W 1,2(Ω, N) is an energy

minimizing map and ξ ∈ Sing(u). If there exists a blow-up limit u∞ of u at ξ

satisfying Sing(u∞) = {0}, then u∞ is a unique blow-up limit of u at ξ. That

is, for any multi-index (l1, · · · , lm), where each lk is a non-negative integer,

(
∂

∂x1

)l1
· · ·
(

∂

∂xm

)lm
uξ,ρ

converges to (
∂

∂x1

)l1
· · ·
(

∂

∂xm

)lm
S
x

|x|
uniformly on every compact subset of Bm\{0} as ρ tends to 0.

From this, for an energy minimizing map from a 4-dimensional domain Ω

into S3, we need not take a sequence {ρj}∞j=1 as in Theorem 2.3.

As a consequence of Theorem 2.3 and Theorem 2.4, to study the degree

of a weakly stable stationary harmonic map from a 4-dimensional domain

Ω into S3 around an isolated singular point, we have only to deal with the

case Ω = B4 and u is a homogeneous map satisfying Sing(u) = {0}. Since

u ∈ C∞(B4\{0}, S3) in this case, there exists a map u0 ∈ C∞(S3,S3) such that

u(x) = u0(x/|x|) for x ∈ B
4\{0}. The Euler-Lagrange equation

∆u+ |∇u|2u = 0 in B
4\{0},

is then reduced to

∆�3u0 + |∇�3u0|2u0 = 0 in S
3.

Here ∆�3 is the Laplacian on S3, and ∇�3 is the gradient on S3. Therefore u0

is a smooth harmonic map from S3 to itself.
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Next, we consider the strict stability. If Ω ⊂ R4 is a bounded domain and

u ∈ W 1,2(Ω,S3) is a strictly stable stationary harmonic map, then for any

ξ ∈ Sing(u) ∩ Ω, u is locally strictly stable at ξ. And hence, if ρ > 0 is small,

the rescaled map uξ,ρ ∈ W 1,2(B4,S3) is strictly stable and λ(uξ,ρ) ≥ λ(u).

Therefore, it is natural to expect that any blow-up limit u∞ ∈W 1,2(B4,S3) of

u at ξ is strictly stable and that λ(u∞) ≥ λ(u). (For the definition of λ(u), see

Definition 1.7). Indeed, we have the following result.

Theorem 2.5 Suppose that {uj}∞j=1 ⊂ W 1,2(Bm,Sn) is a sequence of strictly

stable weakly harmonic maps such that Sing(uj) = {0} and that there exists

a constant λ > 0 satisfying λ(uj) ≥ λ for any j ∈ N. If there exists a

weakly harmonic map u∞ ∈ W 1,2(Bm,Sn) satisfying Sing(u∞) = {0} and if

uj converges to u∞ in W 1,2
loc (Bm,Rn+1), then u∞ is also strictly stable and

λ(u∞) ≥ λ.

Theorem 2.5 can be proved in the same way as in the Step 5 in the proof

of Theorem 2.2, so we omit the proof.

From these considerations, we are lead to the following problem.

Problem 2.1 Let u0 ∈ C∞(S3,S3) be a smooth harmonic map. Is a map

u(x) = u0(x/|x|) ∈ W 1,2(B4,S3) a weakly (or strictly) stable stationary har-

monic map?

On this problem we need some additional properties of smooth harmonic

maps between S3. No results have been published on complete classification

of smooth harmonic maps between S3. However, we have a partial answer to

Problem 2.1 by analyzing the second variation precisely. In the next chapter,

we shall prove a very useful result to obtain a lower bound of the Dirichlet

energy of smooth harmonic maps between spheres.
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Chapter 3

Energies of Smooth Harmonic

Maps between Spheres

In this chapter, we shall prove Ramanathan’s theorem (Theorem 3.3) on

energies of smooth harmonic maps between spheres following his paper [29].

He considered the Dirichlet energies of composition of smooth harmonic maps

and conformal diffeomorphisms between spheres. If the source manifold is

S2, then the Dirichlet energy is invariant under composition (see Theorem

3.1 below). However, if the source manifold is Sm where m ≥ 3, then the

Dirichlet energy decreases in general by composition. Therefore there is a

great difference between the case of the domain S
2 and the case of S

m with

m ≥ 3. Although we do not need here the case of S
2, we discuss both cases

for comparison.

We use a notation (ξα) as a local coordinate system on Sm and (xi) the stan-

dard coordinate system of Rm+1. Latin indices are understood to be summed

from 1 to m and small Latin indices are from 1 to m+ 1 except for the proof

of Theorem 3.1.

§3.1 Preliminaries on conformal geometry

First, we define the notion of conformality.

Definition 3.1 Let (M, g) and (N, h) be Riemannian manifolds. An im-

mersion ϕ ∈ C∞(M,N) is said to be conformal if there exists a function
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f ∈ C∞(M,R) such that

ϕ∗h = efg in M.

Here, ϕ∗h is the pull-back of the metric h. And we define a set Conf(M) to be

Conf(M) = {ϕ ∈ C∞(M,M)|
ϕ is a conformal diffeomorphism from M onto itself}.

Conf(M) is a Lie group endowed with the composition of maps as law of

multiplication.

We need only Conf(Sm). Conf(Sm) is isomorphic to a very useful linear

group constructed below ([20], [39]). Denote the Lorentz space by Lm+2 =

R
m+1 × R, which is endowed with the non-degenerate bilinear form 〈·, ·〉�m+2 :

L
m+2 × L

m+2 → R and where

〈v, w〉�m+2 = −v0w0 +
m+1∑
α=1

vαwα

for v = t(v0, v1, · · · , vm+1), t(w0, w1, · · · , vm+1) ∈ L
m+2.

Let O(1,m+ 1) be

O(1,m+ 1) = {T : L
m+2 → L

m+2 | T is a linear transformation satisfying

〈Tv, Tw〉�m+2 = 〈v, w〉�m+2 for v, w ∈ L
m+2}.

It is a Lie group with the composition of linear transformations as law of

multiplication. We shall construct a subgroup Γ < O(1,m + 1) isomorphic

to Conf(Sm) in the following way. Let C+ be the subset of L
m+2, called the

positive light cone, defined to be

C+ = {v ∈ L
m+2|v0 > 0, 〈v, v〉�m+2 = 0}.

Define a subgroup G < Conf(Sm) to be

G = {γ ∈ O(1,m+ 1)| γ preserves C+ and satisfies detγ = 1}.

The next lemma is fundamental for our discussion in this chapter.
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Lemma 3.1 Conf(Sm) is isomorphic to G as a Lie group.

See [20] for the proof. We only give here a correspondence. Let q : Sm → C+

and p : C+ → Sm be maps defined to be

p(t(x1, x2, · · · , xm+1)) = t(1, x1, x2 · · · , xm+1),

q(t(v0, v1, · · · , vm+1)) = t

(
v1

v0
,
v2

v0
, · · · , v

m+1

v0

)
.

Then every element γ ∈ G corresponds to a map γ̃ ∈ Conf(Sm) defined to be

γ̃(x) = p(γ · q(x)) for x ∈ S
m.

We write the matrix representation of γ ∈ G in terms of the standard basis of

Lm+2 � Rm+1 × R as


θ c1 · · · cm+1

b1 a1
1 · · · a1

m+1

...
...

. . .
...

bm+1 am+1
1 · · · am+1

m+1




=


θ c

b a


 ,

and we identify γ with this matrix. By the natural embedding

SO(m+ 1) � S →

1 0

0 S


 ∈ G,

we regard SO(m+ 1) as a subgroup of G. Then, γ−1 has the expression

γ−1 =




θ −b1 · · · −bm+1

−c1 a1
1 · · · am+1

1

...
...

. . .
...

−cm+1 a1
m+1 · · · am+1

m+1




=


 θ −tb

−tc ta


 .

It holds that

〈γv, w〉�m+2 = 〈v, γ−1w〉�m+2

for any v, w ∈ Lm+2. Equations γγ−1 = γ−1γ = Im+2 are interpreted as


θ2 − |b|2 = 1, θ2 − |c|2 = 1,

θc− tba = 0, θb− tca = 0,

taa− tcc = Im+1, ata− btb = Im+1.

(3.1)
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From these relations, we know that θ ≥ 1 and that γ ∈ SO(m+ 1) if and only

if θ = 1. On the other hand, the map γ̃ is represented as

γ̃(x) =
1

cx+ θ




a1
Ax

A + b1

...

am+1
Ax

A + bm+1


 , (3.2)

where cx = tc · x =
n+1∑
j=1

cjx
j. Since γ̃ is a sphere-valued map, we have

|ax+ b|2 = (cx+ θ)2 for x ∈ S
m. (3.3)

In this section, we use the notations,

aA = t(aA1, · · · , aAm+1), aA = (a1
A, · · · , am+1

A).

By using (3.1), it is easy to check

γ̃∗g�m =
1

(cx+ θ)2
g�m. (3.4)

Let Hm+1 be the (m+ 1)-dimensional hyperbolic space given by

H
m+1 =

{
t(x0, · · · , xm+1) ∈ R

m+2

∣∣∣∣− (x0)2 +
m+1∑
j=1

(xj)2 = −1
}
.

We define a map πG : G→ Hm+1 to be

πG




θ b

c a




 =


θ
c


 .

Note that π−1
G (t(θ, c)) is compact for any t(θ, c) ∈ Hm+1.

We need a special type of vector fields on spheres.

Definition 3.2 (Conformal vector field) A vector field V ∈ C∞(TS
m) is said

to be conformal if there exists a one-parameter family (ϕt)t∈I , I = (−ε, ε), of

conformal diffeomorphisms of Sm satisfying

V (x) =
d

dt
ϕt(x)

∣∣∣∣∣
t=0

for any x ∈ S
m.
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The next lemma gives us typical examples of conformal vector fields.

Lemma 3.2 Let f be the restriction to S
m of a linear function on R

m+1:

namely

f(x) = z · x for a fixed point z ∈ R
m+1,

where · is the Euclidean scalar product in Rm+1. Then ∇�mf is a conformal

vector field.

Proof. First we prove the lemma for the case z = em+1 = (0, · · · , 0, 1). Let

π : S
m → R

m be the stereographic projection from the north pole. Then,

π(x1, · · · , xm+1) = (ξ1, · · · , ξm), where ξα =
xα

1 − xm+1
for 1 ≤ α ≤ m.

The inverse mapping is as follows.

π−1(ξ1, · · · , ξm) = (x1, · · · , xm+1),

where xα =
2ξα

1 + |ξ|2 for 1 ≤ α ≤ m, xm+1 =
|ξ|2 − 1

|ξ|2 + 1
.

For t ∈ R, we define a map ht : Rm → Rm to be

ht(ξ) = etξ for ξ ∈ R
m,

and a map Ht : Sm → Sm to be

Ht(x) = (π−1 ◦ ht ◦ π)(x).

We can show that Ht is a conformal diffeomorphism of Sm for any t ∈ R. The

components of Ht are given precisely by

Hα
t (x) =

2etxα

(e2t − 1)xm+1 + e2t + 1
for 1 ≤ α ≤ m,

Hm+1
t (x) =

(e2t + 1)xm+1 + e2t − 1

(e2t − 1)xm+1 + e2t + 1
.

By a direct calculation, we obtain

d

dt
Ht(x)

∣∣∣∣∣
t=0

= t(−x1xm+1, · · · ,−xmxm+1, 1 − (xm+1)2)

= em+1 − xm+1(x1, · · · , xm+1)

= em+1 − (em+1 · x)x.

(3.5)
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Next we proceed to the general case. If z = 0, take φt = id�m for any t ∈ R. If

z 
= 0, then there exists an (m+ 1) × (m + 1) orthogonal matrix Q satisfying

Qem+1 = z/|z|. We define a map ϕt : Sm → Sm to be

ϕt(x) = QH|z|t(Q−1x) for t ∈ R.

Then ϕt is a conformal diffeomorphism of Sm for any t ∈ R. From (3.5) we

have

d

dt
ϕt(x)

∣∣∣∣
t=0

= |z|Q
(
em+1 − (em+1 ·Q−1x)Q−1x

)

= |z|
(
z

|z| − (Qem+1 · x)x
)

= z − (z · x)x = ∇�mf.

Consequently ∇�mf is a conformal vector field.

§3.2 Energies of smooth harmonic maps between spheres

Let us deal with energies of smooth harmonic maps between spheres. First,

we show that, if a source manifold is S2, then the energy of a smooth harmonic

map is invariant under any conformal action (see Theorem 3.1 below). Though

we will not use this theorem in this monograph, it is very interesting to compare

the case of S2 with those of Sm, m ≥ 3 (see Theorem 3.2 below).

Remark 3.1 If γ belongs to SO(m+ 1), then it holds that

E(u0 ◦ γ̃) = E(u0)

for any γ ∈ SO(m+ 1).

A stronger result holds if m = 2.

Theorem 3.1 Let u0 ∈ C∞(S2,Sn) be a harmonic map. Then the Dirichlet

energy is invariant under the composition of u0 and γ̃ for any γ ∈ G, that is,

E(u0 ◦ γ̃) = E(u0) for any γ ∈ G.
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Remark 3.2 In this theorem, it is not essential that the target manifold is a

sphere. The same conclusion holds if we take any two-dimensional compact

Riemannian manifold as a source manifold instead of S2.

Proof. For any γ ∈ G, there exists a function f ∈ C∞(S2) satisfying

γ̃∗g�2 = efg�2.

See (3.4) for the precise expression of f . Let (ξ1, ξ2) be a local coordinate

system on S2 and (y1, · · · , yn) on Sn. It holds that

efgαβ = gστ
∂γ̃σ

∂ξα
∂γ̃τ

∂ξβ
, e−fgαβ = gστ

∂γ̃α

∂ξσ
∂γ̃β

∂ξτ
.

Therefore the energy density |d(u0 ◦ γ̃)|2 is

|d(u0 ◦ γ̃)|2 = gαβhij(u0 ◦ γ̃) ∂

∂xα
(ui0 ◦ γ̃)

∂

∂xβ
(uj0 ◦ γ̃)

= gαβhij(u0 ◦ γ̃)∂u
i
0

∂xσ
◦ γ̃ ∂γ̃

σ

∂xα
∂uj0
∂xτ

◦ γ̃ ∂γ̃
τ

∂xβ

= e−fgστhij(u0 ◦ γ̃)∂u
i
0

∂xσ
◦ γ̃ ∂u

j
0

∂xτ
◦ γ̃

= e−f |du0|2 ◦ γ̃.
On the other hand, we have

γ̃∗vol�2 =

√√√√√det


gαβ ∂γ̃α

∂xσ
∂γ̃β

∂xτ


dx1 ∧ dx2

=
√

det(efgστ )dx
1 ∧ dx2

= efvol�2.

Consequently we obtain the desired result.

On the other hand, if the source manifold is S
m, m ≥ 3, then we have the

following theorem.

Theorem 3.2 Let u0 ∈ C∞(Sm,Sn) be a harmonic map with m ≥ 3. Then

the supremum of Dirichlet energies along the G-orbit of u0 is attained at u0,

that is,

E(u0) = Sup
γ∈G

E(u0 ◦ γ̃). (3.6)

57



Moreover, if u0 is non-constant and if γ ∈ G satisfies

E(u0) = E(u0 ◦ γ̃),

then γ ∈ SO(m+ 1).

Remark 3.3 It is not trivial that the supremum of energies in G-orbit of u0

is attained, because G is non-compact. Theorem 3.2 shows that, if m ≥ 3 and

if u0 ∈ C∞(Sm,Sn) is a non-constant harmonic map, SO(m+ 1) is the largest

subgroup of G whose action preserves the Dirichlet energy of u0.

The proof of Theorem 3.2 will be given at the end of this chapter. First,

we give the precise representation of E(u0 ◦ γ̃).

Lemma 3.3 Let u0 ∈ C∞(Sm,Sn) be an arbitrary map. Then for any γ ∈ G,

we have

E(u0 ◦ γ̃) =
1

2

∫
�m

1

(cx+ θ)2
|du0|2 ◦ γ̃ dvol�m(x), (3.7)

where πG(γ) = t(θ, c).

Proof. For any p ∈ Sm, let {f 1, · · · ,fm} be a local orthonormal frame of

TSm around p. It follows from (3.4) that

(γ̃∗g�m)(fα,fβ) =
1

(cx+ θ)2
g�m(fα,fβ) =

1

(cx+ θ)2
δαβ.

On the other hand we have

(γ̃∗g�m)(fα,fβ) = g�m(dγ̃(fα), dγ̃(fβ)).

Therefore, {(cx + θ)dγ̃(fα)}mα=1 is a local orthonormal frame of TS
m around

γ̃(p). Thus it holds that

|d(u0 ◦ γ̃)|2 =
m∑
α=1

h(d(u0 ◦ γ̃)(fα), d(u0 ◦ γ̃)(fα))

=
m∑
α=1

h(du0(dγ̃(fα)), du0(dγ̃(fα))

=
1

(cx+ θ)2

m∑
α=1

h(du0((cx+ θ)dγ̃(fα)), du0((cx+ θ)dγ̃(fα)))

=
1

(cx+ θ)2
|du0|2 ◦ γ̃.

Consequently, we have the desired result.

58



Lemma 3.4 Let u0 ∈ C∞(Sm,Sn) be an arbitrary map with m ≥ 3. Then for

any ε > 0, there exists a compact set K ⊂ G satisfying

E(u0 ◦ γ̃) < ε for any γ ∈ G\K.

Remark 3.4 From this lemma, we know that the supremum of E on the

G-orbit of u0 is attained.

Proof. By Lemma 3.3, we know the estimate

E(u0 ◦ γ̃) ≤ 1

2
Sup
�m

|du0|2
∫
�m

1

(cx+ θ)2
dvol�m(x). (3.8)

Since π−1
G (t(θ, c)) is compact for any t(θ, c) ∈ Hm+1, it suffices to show that

the last integral in (3.8) tends to 0 as |c| → ∞.

Put ρ = |c|. Then we have θ =
√
ρ2 + 1 by (3.1). Choose the geodesic

coordinate system of S
m centered at −c/|c| ∈ S

m, say (r, σ), r ∈ [0, π), σ ∈
Sm−1. Then, g�m−1 has the form

g�m = dr ⊗ dr + (sin2 r)g�m−1.

In terms of this coordinate system, we have

∫
�m

1

(cx+ θ)2
dvol�m =

∫ π

0

∫
�m−1

(sin r)m−1

(θ − ρ cos r)2
dvol�m−1 dr

= ωm−1

∫ π

0

(sin r)m−1

(θ − ρ cos r)2
dr.

Take a small constant δ > 0, which will be determined later. We estimate the

integral by dividing the interval of integration into [0, δ] and [δ, π]. If ρ ≥ 1,

then each integral is dominated as

∫ δ

0

(sin r)m−1

(θ − ρ cos r)2
dr ≤ (sin δ)m−2

∫ δ

0

sin r

(θ − ρ cos r)2
dr

=
(sin δ)m−2

ρ

(
1

θ − ρ
− 1

θ − ρ cos δ

)

≤ (sin δ)m−2

ρ
(
√
ρ2 + 1 + ρ)

≤ (1 +
√

2)(sin δ)m−2,
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∫ π

δ

(sin r)m−1

(θ − ρ cos r)2
dr ≤

∫ π

δ

sin r

(θ − ρ cos r)2
dr

≤ 1

ρ

(
1

θ − ρ cos δ
− 1

θ + ρ

)

≤ 1

ρ

√
ρ2 + 1 + ρ cos δ

1 + ρ2 sin2 δ

≤ 1 +
√

2

1 + ρ2 sin2 δ
.

We fix a small positive number δ > 0 satisfying

(1 +
√

2 )(sin δ)m−2 <
ε

2
,

and a positive large number ρ0 ≥ 1 satisfying

1 +
√

2

1 + ρ2
0 sin2 δ

<
ε

2
.

Then it holds that ∫ π

0

(sin r)m−1

(θ − ρ cos r)2
dr < ε

provided that ρ ≥ ρ0. This completes the proof.

We need a precise expression of the tension field of a composition map.

Lemma 3.5 Let u0 ∈ C∞(Sm,Sn) and γ ∈ G. Then the tension field of u0 ◦ γ̃
is given by

τ(u0 ◦ γ̃) = du0(τ(γ̃)) + trace((∇du0)(dγ̃, dγ̃)).

Proof. Let {fα}mα=1 be a local orthonormal frame of TSm. Then we have

τ(u0 ◦ γ̃) =
(
∇�α

d(u0 ◦ γ̃)
)
(fα)

= ∇�α

(
d(u0 ◦ γ̃)(fα)

)
− d(u0 ◦ γ̃)

(
∇�α

fα

)

= ∇�α

(
du0

(
dγ̃(fα)

))
− du0

(
dγ̃
(
∇�α

fα

))

=
(
∇dγ̃(�α)du0

)(
dγ̃(fα)

)
+ du0

(
∇�α

(
dγ̃(fα)

))
− du0

(
dγ̃
(
∇�α

fα

))

=
(
∇dγ̃(�α)du0

)(
dγ̃(fα)

)
+ du0

((
∇�α

dγ̃
)
(fα)

)

= du0(τ(γ̃)) + trace
(
(∇du0)(dγ̃, dγ̃)

)
.
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To compute the tension field of u0 ◦ γ̃, we calculate that of γ̃. First, we

compute the energy density of γ̃.

Lemma 3.6 If γ ∈ G is given by the matrix
θ c

b a


 ,

then the energy density of γ̃ is given by

|dγ̃|2(x) =
m

(cx+ θ)2
.

in the standard coordinate system of R
m+1.

Proof. Let {f 1, · · · ,fm} be an orthonormal basis of TxS
m. It follows from

(3.4) that

(γ̃∗g�m)x(fα,fβ) =
1

(cx+ θ)2
δαβ.

On the other hand, it holds that

(γ̃∗g�m)x(fα,fβ) = (g�m)γ̃(x)(dγ̃(fα), dγ̃(fβ)).

Therefore {(cx+θ)dγ̃(fα)}mα=1 is an orthonormal basis of Tγ̃(x)S
m, and we have

|dγ̃|2(x) =
m∑
α=1

(g�m)γ̃(x)(dγ̃(fα), dγ̃(fα))

=
1

(cx+ θ)2

m∑
α=1

(g�m)γ̃(x)((cx+ θ)dγ̃(fα), (cx+ θ)dγ̃(fα))

=
m

(cx+ θ)2
.

We calculate the tension field of γ̃.

Lemma 3.7 If γ ∈ G is given by the matrix
θ b

c a


 ,

then the tension field of γ̃ is given by

τ(γ̃)i(x) =
m− 2

cx+ θ

{
(cx)bi − θ(aix)

cx+ θ
+

aix+ bi

(cx+ θ)2

}

in the standard coordinate system of Rm+1.
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Proof. It follows from (1.3) and Lemma 3.6 that

τ(γ̃) = ∆�mγ̃ + |dγ̃|2γ̃
= ∆�mγ̃ +

m

(cx+ θ)2
γ̃.

Using an elementary relation

grad�mxj = ej − xjx,

and (3.1) we have

∆�mγ̃i = −(m− 2)
aix

cx+ θ
+ (m− 2)(cx)

aix+ bi

(cx+ θ)2
− 2

aix+ bi

(cx+ θ)3
.

Consequently, we can verify

τ(γ̃)i =
m− 2

cx+ θ

{
− aix+ (cx)

aix+ bi

cx+ θ
+

aix+ bi

(cx+ θ)2

}

=
m− 2

cx+ θ

{
(cx)bi − θ(aix)

cx+ θ
+

aix+ bi

(cx+ θ)2

}
.

Making use of the following lemma, we obtain a very useful expression of

the tension field of γ̃ (see (3.9) below).

Lemma 3.8 If γ ∈ G is given by the matrix


θ c

b a


 ,

then for the vector field Vγ(x) = ∇�m(cx) on Sm, it holds that

dγ̃(Vγ)
i =

(cx)bi − θ(aix)

cx+ θ
+

aix+ bi

(cx+ θ)2
.

Proof. The assertion follows from (3.2) and dxj(Vγ) = cj − (cx)xj, that is,

dγ̃(Vγ)
i =

{ ai j
cx+ θ

dxj − aix+ bi

(cx+ θ)2
cjdx

j
}
(Vγ)

=
aic− (cx)(aix)

cx+ θ
− (|c|2 − (cx)2)(aix+ bi)

(cx+ θ)2

=
θbi − (cx)(aix)

cx+ θ
− (−1 + θ2 − (cx)2)(aix+ bi)

(cx+ θ)2
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=
(cx)bi − θ(aix)

cx+ θ
+

aix+ bi

(cx+ θ)2
.

Here we have used (3.1) in the second and third equalities.

Combining Lemma 3.7 with Lemma 3.8, we have

τ(γ̃) =
m− 2

cx+ θ
dγ̃(Vγ). (3.9)

Proof of Theorem 3.2. Let u0 ∈ C∞(Sm,Sn) be a harmonic map. Since

(3.6) holds trivially if u0 is a constant map, assume that u0 is non-constant.

From Theorem 3.4, there exists a γ ∈ G satisfying

E(u0 ◦ γ̃) = Max
γ
′∈G

E(u0 ◦ γ̃′). (3.10)

We assume that γ 
∈ SO(m+ 1). Let the matrix expression of γ be


θ b

c a


 .

Lemma 3.5 gives us

τ(u0 ◦ γ̃) = du0(τ(γ̃)) + trace((∇du0)(dγ̃, dγ̃))

= du0

(
m− 2

cx+ θ
dγ̃(Vγ)

)
+

1

(cx+ θ)2
τ(u0) ◦ γ̃

=
m− 2

cx+ θ
du0(dγ̃(Vγ)),

because u0 is a harmonic map. Since Vγ is a conformal vector field on S
m,

there exists a one-parameter family of conformal diffeomorphisms (ϕt)t∈I , I =

(−ε, ε) ⊂ R, satisfying




ϕ0 = id�m,

dϕt(x)

dt

∣∣∣∣
t=0

= Vγ(x).

We note that γ̃ ◦ ϕt belongs to G for any t ∈ I, and

d(u0 ◦ γ̃ ◦ ϕt)
dt

∣∣∣∣
t=0

= d(u0 ◦ γ̃)(Vγ) = du0(dγ̃(Vγ)).
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It follows from the first variation formula that

d

dt
E(u0 ◦ γ̃ ◦ ϕt)

∣∣∣∣
t=0

=
∫
�m

〈
τ(u0 ◦ γ̃), du0(dγ̃(Vγ))

〉
dvol�m

=
∫
�m

m− 2

cx+ θ
|du0(dγ̃(Vγ))|2 dvol�m.

Since γ /∈ SO(m+ 1), we have θ > 1 and c 
= 0. And hence we have

cx+ θ ≥ θ − |c| = θ −
√
θ2 − 1 > 0.

Since u0 is non-constant, du0(Vγ) is not identically equal to 0. Consequently

we have
d

dt
E(u0 ◦ γ̃ ◦ ϕt)

∣∣∣∣
t=0

> 0.

This contradicts (3.10) and yields that γ ∈ SO(m + 1). And by Remark 3.1,

we know that

E(u0) = E(u0 ◦ γ̃).

And hence we have

E(u0) = Max
γ∈G

E(u0 ◦ γ̃).
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Chapter 4

Proof of Main Result

§4.1 Proof of Theorem 1.9

In this chapter, we shall prove Theorem 1.9. By the results in Chapter

2, we have only to consider a weakly stable stationary harmonic map u ∈
W 1,2(B4,S3) satisfying

Sing(u) = {0} and
∂u

∂r
= 0 in B

4\{0}.

Let u0 be the restriction of u to S
3. Then, u0 : S

3 → S
3 is a harmonic map

of class C∞. The proof of Theorem 1.9 is now reduced to that of a following

simplified version.

Proposition 4.1 Let u0 ∈ C∞(S3,S3) be a harmonic map such that the ex-

tension

u(x) = u0

(
x

|x|
)
∈W 1,2(B4,S3)

is a weakly stable stationary harmonic map. If deg(u0) 
= 0, then there exists

a 4 × 4 constant orthogonal matrix S such that

u0(ω) = Sω for ω ∈ S
3.

First we prove an upper bound of the Dirichlet energy of u0.

Lemma 4.1 If u0 ∈ C∞(S3,S3) and u ∈ W 1,2(B4,S3) satisfy the condition in

Proposition 4.1 except deg(u0) 
= 0, we have an inequality∫
�3
|∇�3u0|2 d vol�3 ≤ 3ω3(1 − λ(u)), (4.1)

where λ(u) is the number defined in Definition 1.7.
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Proof. Since u is weakly stable, we can prove in the same manner as in the

proof of Lemma 2.1 that

3λ(u)
∫
�4
r−2|f |2 dx+

∫
�4

|∇u|2|f |2 dx ≤ 3
∫
�4
|∇f |2 dx

for any f ∈ W 1,2
0 ∩ L∞(B4,R). Here r = |x|. We set f = ϕ(r) where ϕ is an

arbitrary function of class C∞
0 (0, 1). Since u is homogeneous, we have

3λ(u)ω3

∫
�3
r|ϕ|2 dr+


∫

�3
|∇�3u0|2 dvol�3




∫ 1

0
r|ϕ|2 dr


 ≤ 3ω3

∫ 1

0
r3|ϕ′ |2 dr.

Therefore it holds that

1

3ω3

∫
�3
|∇�3u0|2 vol�3 ≤

∫ 1

0
r3|ϕ′|2 dr∫ 1

0
r|ϕ|2 dr

− λ(u)

for any ϕ ∈ C∞
0 (0, 1) which is not identically zero. Since

Inf
ϕ∈C∞

0 (0,1)\{0}

∫ 1

0
r3|ϕ′|2 dr∫ 1

0
r|ϕ|2 dr

= 1

by Hardy’s inequality, we obtain the desired result.

Next we give a lower bound of the Dirichlet energy of u0. We introduce

some notation. For p ∈ Sm, let p be the antipodal point of p, that is, p = −p.
We write the stereographic projection from p ∈ Sm to TpS

m as

πp : S
m → TpS

m,

where we set πp(p) = ∞. For R ≥ 1, let Ip,R : TpS
m → TpS

m be a dilation,

that is,

Ip,R(v) = Rv for v ∈ TpS
m.

And for p ∈ Sm and R ≥ 1, we denote ηp,R the map from Sm to Sm given by

ηp,R(ω) = (π−1
p ◦ Ip,R ◦ πp)(ω).

For a map u0 ∈ C∞(Sm,Sm) we define the map H : S
m× [1,∞) → R

m+1 to be

H(p,R) =
1

ωm

∫
�m

(u0 ◦ ηp,R)(ω) dvol�m(ω).
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Here we omit u0 for simplicity.

Now, we prove a lemma.

Lemma 4.2 For any u0 ∈ C∞(Sm,Sm) such that deg(u0) 
= 0, there exist a

point p ∈ Sm and a number R ≥ 1 satisfying H(p,R) = 0.

Proof. Suppose that

H(p,R) 
= 0 for any p ∈ S
m and any R ≥ 1.

Then we can define a continuous map H̃ : Sm × [1,∞) → Sm by H̃(p,R) =

H(p,R)/|H(p,R)|. We calculate the values

H̃(p, 1) and H̃(p,∞) = lim
R→∞

H̃(p,R).

Since

H(p, 1) =
1

ωm

∫
�m

(u0 ◦ ηp,1)(ω) dvol�m(ω) =
1

ωm

∫
�m
u0(ω) dvol�m(ω),

H̃(·, 1) is a constant map, and therefore deg(H̃(·, 1)) = 0. Since H̃ is contin-

uous on S
m × [1,∞), we have deg(H(·, R)) = 0 for any R ∈ [1,∞). On the

other hand, by the Lebesgue convergence theorem, we have

lim
R→∞

H(p,R) = lim
R→∞

1

ωm

∫
�m

(u0 ◦ ηp,R)(ω) dvol�m(ω)

=
∫
�m
u0(p) dvol�m(ω) = u0(p),

which implies

lim
R→∞

H̃(p,R) = u0(p) for any p ∈ S
m.

We now prove that the convergence is uniform with respect to p ∈ Sm. For

any ε > 0, there exists a small constant σ > 0 satisfying

vol�m(Dσ(p)) <
ωm
4
ε for any p ∈ S

m,

where Dσ(p) is the geodesic ball on Sm with center p and of radius σ. Since u0

is uniformly continuous on Sm, there exists a small constant δ > 0 satisfying

|u0(p) − u0(q)| < 1

2
ε for any p, q ∈ S

m with dist�m(p, q) < δ.
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Here, dist�m is the geodesic distance on Sm. For a sufficiently large number

R0 ≥ 1, we have

ηp,R(Sm\Dσ(p)) ⊂ Dδ(p) for any p ∈ S
m and any R ≥ R0.

Therefore, if R ≥ R0, then we have

|H(p,R) − u0(p)| ≤ 1

ωm

∫
�m

|(u0 ◦ ηp,R)(ω) − u0(p)| dvol�m(ω)

≤ 1

ωm

( ∫
� σ (p)

+
∫
�m\� σ (p)

)
|(u0 ◦ ηp,R)(ω) − u0(p)| dvol�m(ω)

≤ 1

ωm
· 2 · vol�m(Dσ(p)) +

1

ωm
· 1

2
ε · vol�m(Sm\Dσ(p))

≤ 1

2
ε+

1

2
ε = ε.

Thus, H(·, R) converges to u0 uniformly on Sm as R→ ∞, and so does H̃(·, R).

Consequently we obtain

deg(u0) = lim
R→∞

deg(H̃(·, R)) = 0.

This contradicts the assumption deg(u0) 
= 0.

Proof of Proposition 4.1. By the weak stability, we know λ(u) ≥ 0. We

assume that u is strictly stable, that is, λ(u) > 0. By Lemma 2.1, we have

∫
�m

|∇�3u0|2 dvol�3 ≤ 3ω3(1 − λ(u)). (4.2)

From Lemma 4.1, there exist p ∈ S
m and R ≥ 1 satisfying

1

ω3

∫
�3

(u0 ◦ ηp,R)(ω) dvol�3(ω) = 0. (4.3)

Since ηp,R ∈ G it holds that

∫
�3
|∇�3u0|2 dvol�3 ≥

∫
�3
|∇�3(u0 ◦ ηp,R)|2(ω) dvol�3(ω) (4.4)

by Theorem 3.2. And from (4.3) the integral of every component of u0 ◦ ηp,R
over S3 is equal to 0. Therefore making use of the Poincaré inequality, we have

∫
�3
|∇�3(u0 ◦ ηp,R)|2(ω) dvol�3(ω) ≥ 3

∫
�3
|u0 ◦ ηp,R|2(ω) dvol�3 = 3ω3.

(4.5)

68



Combining (4.4) and (4.5) we have∫
�3
|∇�3u0|2 d vol�3 ≥ 3ω3. (4.6)

Since (4.2) contradicts (4.6), λ(u) must be equal to 0. Furthermore, (4.2),

(4.4) and (4.5) imply∫
�3
|∇�3(u0 ◦ ηp,R)|2 dvol�3 = 3

∫
�3
|u0 ◦ ηp,R|2 dvol�3.

Let µ1 < µ2 < · · · be the distinct eigenvalues of −∆�3. We note that µ1 = 0

and µ2 = 3. Let Vj be the eigenspace associated with µj and Pj : L2(S3) → Vj

be the orthogonal projection. Because of (4.3), we have

P1(u
i
0 ◦ ηp,R) = 0 for 1 ≤ i ≤ 4.

If there exist 1 ≤ k ≤ 4 and l ≥ 3 satisfying

Pl(u
k
0 ◦ ηp,R) 
= 0,

then we have∫
�3
|∇�3(u0 ◦ ηp,R)|2 dvol�3 =

4∑
i=1

∞∑
j=2

µj

∫
�3
|Pj(ui ◦ ηp,R)|2 dvol�3

> 3
4∑
i=1

∞∑
j=2

∫
�3
|Pj(ui ◦ ηp,R)|2 dvol�3

= 3
∫
�3
|u0 ◦ ηp,R|2 dvol�3.

This is a contradiction. Therefore it holds that

Pj(u
i ◦ ηp,R) = 0 for any 1 ≤ i ≤ 4 and any j ≥ 3.

Since eigenfunctions associated with µ2 are xi (1 ≤ i ≤ 4), there exists a 4× 4

matrix S
′
depending on p,R such that

u0 ◦ ηp,R(ω) = S
′
ω for any ω ∈ S

3.

And since u0 ◦ ηp,R is a sphere-valued map, S
′
must be an orthogonal matrix.

Since S
′
ω and u0 are harmonic maps between S

3 and itself, we obtain ηp,R ∈
SO(4) by Lemma 3.2. Set S = S

′
η−1
p,R, and we have

u0(ω) = Sω

for any ω ∈ S3.
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Remark 4.1 The existence of the sequence {ρj}∞j=1 and the convergence of the

sequence of rescaled maps in Theorem 1.9 follow from Theorem 2.2, Theorem

2.3 and Theorem 2.4.

Remark 4.2 The Dirichlet energy E(Sx/|x|) is independent of S ∈ O(4) and

Sx/|x| is an energy minimizing map for every S ∈ O(4). Therefore it seems to

be very difficult to analyze the explicit form of S if we do not know the precise

behavior of u around an isolated singular point.

We prove a simple corollary to Theorem 1.9.

Proof of Corollary 1.1. From Theorem 1.2, there exists a neighborhood

U ⊂ B4 of ∂B4 where u is continuous. Also, from Theorem 1.8, Sing(u)∩B4 is

a discrete set. Therefore Sing(u) is itself a discrete set. A topological argument

shows that

d = deg(ζ) =
∑

ξ∈Sing(u)

deg(u, ξ).

Since deg(u, ξ) is equal to +1, −1, or 0 for ξ ∈ Sing(u) from Theorem 1.9, we

obtain the desired result.

Proof of Corollary 1.2. Let u ∈W 1,2
ζ (B4,S3) be an energy minimizing map.

By the same reason as in the proof of Corollary 1.1, Sing(u) is non-empty,

consists of a finite number of interior points and it holds that

0 
= deg(ζ) =
∑

ξ∈Sing(u)

deg(u, ξ).

Therefore there exists a singular point ξ ∈ Sing(u) around which deg(u, ξ) =

+1 or − 1. From Theorem 1.9, u is not strictly stable.

Next, we prove Theorem 1.10.

Proof of Theorem 1.10. By Smith’s result [38], for any d ∈ Z there exists a

non-constant harmonic map vd ∈ C∞(S3,S3) such that deg(vd) = d. We define

70



the map ud ∈ W 1,2(B4,S3) to be ud(x) = vd(x/|x|). Then, ud is a weakly

harmonic map. We prove that ud satisfies the equation (1.7) of stationary

harmonic maps. For small ε > 0, we define the cut-off function χε : [0,∞) → R

to be 


χε(t) = 0

χε(t) = 1

χε(t) =
1

2ε
t− 1

for 0 ≤ t ≤ 2ε,

for t ≥ 4ε,

for 2ε ≤ t ≤ 4ε.

For any η ∈ C∞
0 (B4,Rm), the support of χε(r)η is contained in B4\B4

ε(0).

Since u is continuous on B4\B4
ε(0), u|�4\�4

ε (0) is a stationary harmonic map (see

Remark 1.3). χεη belongs to W 1,2
0 ∩L∞(B4\B

4
ε(0),R4), and we can take a χεη

as a test function in Definition 1.4 by a density argument. Therefore we have

∫
�4\�4

ε (0)


|∇ud|2div(χεη) − 2

∂uid
∂xα

∂uid
∂xβ

∂

∂xβ
(χεη

α)


 dx = 0.

The homogeneity of ud implies that

∂uid
∂xα

∂uid
∂xβ

∂

∂xβ
(χεη

α) =
∂uid
∂xα

∂uid
∂xβ


χ′

ε(r)
xβ

r
ηα + χε

∂ηα

∂xβ




= χε
∂uid
∂xα

∂uid
∂xβ

∂ηα

∂xβ
.

Thus it holds that

∫
�4\�4

ε (0)
χε


|∇ud|2div(η) − 2

∂uid
∂xα

∂uid
∂xβ

∂ηα

∂xβ


 dx

= −
∫
�4
4ε (0)\�4

2ε (0)
|∇ud|2 1

2ε

x

r
· η dx

= − 1

2ε

∫ 4ε

2ε
r dr

∫
�3
|∇�3u0|2ω · η dvol�3(ω).

(4.7)

Furthermore we have ∣∣∣∣∣∣
1

2ε

∫ 4ε

2ε
r dr

∫
�3
|∇�3u0|2 dvol�3

∣∣∣∣∣∣
≤ 1

2ε
Sup
�4

|η|
∫ 4ε

2ε
r dr

∫
�3
|∇�3u0|2 dvol�3

=3ε Sup
�4

|η|
∫
�3
|∇�3u0|2 dvol�3.
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Therefore taking the limit as ε↘ 0 in (4.7), we obtain the desired result.

§4.2 Some remarks

In this section we collect some important remarks.

Theorem 4.1 The map x/|x| ∈ W 1,2(B4,S3) is energy minimizing and satis-

fies λ(x/|x|) = 0.

Proof. Due to [21] we know that x/|x| ∈W 1,2(B4,S3) is an energy minimizing

map. In particular, x/|x| is weakly stable and this implies λ(x/|x|) ≥ 0. On

the other hand, since deg(x/|x|
∣∣∣
�3

) = deg(id�3) = 1, we have λ(x/|x|) = 0 by

Corollary 1.2.

From this theorem, there exists a sequence {ψk}∞k=1 ⊂ W 1,2
0 ∩ L∞(B4,S3)

satisfying ψk(x) · x/|x| = 0 for almost every x ∈ B4\{0} and

δ2
x/|x|E(ψk)∫

�4
r−2|ψk|2 dx

→ 0, (4.8)

where r = |x| = dist(x, Sing(x/|x|)). However we cannot get such a sequence

in the proof above. We shall give an alternative proof by constructing one

following [25].

An alternative Proof of Theorem 4.1. We set u0 = id�3, and define

nj(x) (1 ≤ j ≤ 3) to be

n1(x) =
1

r




x2

−x1

−x4

x3



, n2(x) =

1

r




−x4

x3

−x2

x1



, n3(x) =

1

r




−x3

−x4

x1

x2



, where r = |x|.

For any x ∈ B4\{0}, {u(x), n1(x), n2(x), n3(x)} is an orthonormal basis of

R
4. We consider the map

ψ(x) =
3∑
j=1

rfj(x)nj(x), where fj ∈ C1
0(B4,R).
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Then, ψ belongs to C1
0(B4,R4) and satisfies ψ(x) ·u(x) = 0 for any x ∈ B4\{0}.

We set

∂

∂n1

=
1

r


x2 ∂

∂x1
− x1 ∂

∂x2
− x4 ∂

∂x3
+ x3 ∂

∂x4


,

∂

∂n2

=
1

r


− x4 ∂

∂x1
+ x3 ∂

∂x2
− x2 ∂

∂x3
+ x1 ∂

∂x4


,

∂

∂n3
=

1

r


− x3 ∂

∂x1
− x4 ∂

∂x2
+ x1 ∂

∂x3
+ x2 ∂

∂x4


.

A simple computation shows

r−2|ψ|2 =
3∑
j=1

|fj |2, (4.9)

∣∣∣∣∣∂ψ∂r
∣∣∣∣∣
2

=
3∑
j=1


|fj|2 + 2rfj

∂fj
∂r

+ r2

∣∣∣∣∣∂fj∂r
∣∣∣∣∣
2

 , (4.10)

∣∣∣∣∣ ∂ψ∂n1

∣∣∣∣∣
2

=
3∑
j=1


|fj|2 + r2

∣∣∣∣∣ ∂fj∂n1

∣∣∣∣∣
2

+ 2r

(
f2
∂f3

∂n1

− f3
∂f2

∂n1

)
,

(4.11)∣∣∣∣∣ ∂ψ∂n2

∣∣∣∣∣
2

=
3∑
j=1


|fj |2 + r2

∣∣∣∣∣ ∂fj∂n2

∣∣∣∣∣
2

+ 2r

(
f3
∂f1

∂n2
− f1

∂f3

∂n2

)
,

(4.12)∣∣∣∣∣ ∂ψ∂n3

∣∣∣∣∣
2

=
3∑
j=1


|fj|2 + r2

∣∣∣∣∣ ∂fj∂n3

∣∣∣∣∣
2

+ 2r

(
f1
∂f2

∂n3

− f2
∂f1

∂n3

)
.

(4.13)

From (4.9) – (4.13) we obtain by integration by parts,

δ2
uE(ψ) =

3∑
j=1

∫
�4

(r2|∇fj |2 − 3|fj|2) dx

+ 4
∫
�4
r

(
f1
∂f2

∂n3

+ f2
∂f3

∂n1

+ f3
∂f1

∂n2

)
dx. (4.14)

We choose f1, f2, f3 in such a way that

f1(x) = a(r)(−x1 + x2 + x3 − x4),

f2(x) = a(r)(x1 − x2 + x3 − x4),

f3(x) = a(r)(x1 + x2 − x3 − x4),
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where a is a smooth function on [0, 1] satisfying a(1) = 0. Due to the symmetry

of the domain, we have

3∑
j=1

∫
�4
|fj|2dx = 3

∫
�4
r2|a(r)|2 dx = 3ω3

∫ 1

0
r5|a(r)|2 dr,

(4.15)

3∑
j=1

∫
�4
r2|∇fj |2 dx = 3

∫
�4

(r4|a′(r)|2 + 2r3a(r)a′(r) + 4r2|a(r)|2) dx

= 3ω3

∫ 1

0
(r7|a′(r)|2 − 2r5|a(r)|2) dr, (4.16)

where ω3 is the volume of S3. On the other hand, it holds that

∂f2

∂n3

= −1

r
a(r)(−x1 + x2 + x3 − x4) = −1

r
f1(x).

Therefore by calculating as before, we obtain

∫
�4
rf1

∂f2

∂n3

dx = −ω3

∫ 1

0
r5|a(r)|2 dr. (4.17)

Other terms can be treated in the same way. It follows from (4.14) – (4.17)

that

δ2
uE(ψ) = 3ω3

∫ 1

0
(r7|a′(r)|2 − 9r5|a(r)|2) dr. (4.18)

From (4.9), (4.15) and (4.18) we have

δ2
uE(ψ)∫

�4
r−2|ψ|2 dx

=

∫ 1

0
r7|a′(r)|2 dr∫ 1

0
r5|a(r)|2 dr

− 9.

It remains to determine a(r). For a positive integer k, we define ak(r) to be

ak(r) = (1 − r
1
k )k.

In the following calculation, we use the beta and gamma functions

B(p, q) =
∫ 1

0
tp−1(1 − t)q−1 dt for p > 0, q > 0,

Γ(p) =
∫ ∞

0
tp−1e−t dt for p > 0,
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and the well-known relation

B(p, q) =
Γ(p)Γ(q)

Γ(p+ q)
for p > 0, q > 0.

By the change of variable s = r
1
k , we obtain

∫ 1

0
r5|ak(r)|2 dr = kB (6k, 2k + 1) ,∫ 1

0
r7|a′k(r)|2 dr = kB (6k + 2, 2k − 1) ,

and

∫ 1

0
r7|a′k(r)|2 dr∫ 1

0
r5|ak(r)|2 dr

=
Γ (6k + 2) Γ(2k − 1)

Γ (8k + 1)

Γ(8k + 1)

Γ(6k)Γ(2k + 1)

=
6k(6k + 1)

2k(2k − 1)
→ 9 as k → ∞.

Consequently along the sequence

ψk(x) =
3∑
j=1

rfj,k(x)nj(x),

f1,k(x) = ak(r)(−x1 + x2 + x3 − x4),

f2,k(x) = ak(r)(x
1 − x2 + x3 − x4),

f3,k(x) = ak(r)(x
1 + x2 − x3 − x4),

the ratio
δ2
uE(ψk)∫

�4
r−2|ψk|2 dx

tends to 0 as k → ∞. Consequently we have λ(x/|x|) = 0.

The global frame {n1(ω), n2(ω), n3(ω)} on TS
3 makes the computation

clear. This frame corresponds to the quaternion algebra. There may be some

relation between this structure and stability of harmonic maps. This will be

one of our future problems.
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In the proof of Theorem 1.9, it is important to use the following fact:

λ(u) must be equal to 0 for any weakly stable homogeneous harmonic map

u ∈ W 1,2(B4,S3) satisfying Sing(u) = {0} and deg(u, 0) 
= 0. Here we call

this non strict stability phenomenon. We discuss whether this phenomenon is

special to the case of maps from a 4-dimenisonal domain into S3 or not. In the

case of maps from B
3 into S

2, Mou [24] proved the following result. For any

homogeneous weakly harmonic map u ∈ W 1,2(B3,S2), it holds that

λ(u) ≥ 1

4
.

Therefore non strict stability phenomenon cannot occur in this case. From

this it seems to be difficult to give an alternative proof of Brezis-Coron-Lieb’s

result by using the method in the present monograph.

Next, we consider the case of maps from B
m into S

m−1 for m ≥ 5. For

a homogenous harmonic map u ∈ W 1,2(Bm,Sm−1), any estimate on λ(u) has

not yet been established by anyone except the case u(x) = x/|x|. Baldes [2]

proved an equality

λ
(
x

|x|
)

=
(m− 4)2

4
. (4.19)

(Baldes did not give any minimizing sequence.) From (4.19), it is natural to

conjecture that the inequality

λ(u) ≥ λ
(
x

|x|
)

=
(m− 4)2

4

holds for any weakly stable homogeneous harmonic map u ∈ W 1,2(Bm,Sm−1)

satisfying Sing(u) = {0}, and that non strict stability phenomenon does not

occur. Because of this, it also seems difficult to analyze the behavior of har-

monic maps around singular points in this case by our method.

Non strict stability phenomenon is a special phenomenon for the case of

maps from a 4-dimensional domain into S
3. There must be some reason for

this phenomenon. And we should try to understand what is special.

For harmonic maps from Bm into Sm−1 for m ≥ 5, the author does not know

what type of singularities may occur. It seems very difficult to analyze these
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singularities. However, the author believes that these problems will reveal

interesting phenomena and will prompt the new development in the future

study of singularity of harmonic maps.
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